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Summary 
The feature selection is an important part in automatic 
classification. In this paper, we use the HowNet to extract the 
concept attributes from word to build a feature set. However, as 
the concept defi4nition sometimes is too weak in expression, we 
set a shielded level in the sememe Tree and filter the concept 
attributes which can not give enough information for 
classification, and reserve the word whose definition is too weak 
in expression. By this method, we build a feature set composing 
of both sememes from the HowNet and the Chinese words. We 
also give different sememes different values according to their 
expression ability and relation to the word when we extract them 
from the word. After comparing the weight theories and 
classification precise, we give the CHI-MCOR weight method, 
which is derived from two normal methods. Then we use the 
Self-Organizing Map (SOM) to realize automatic text clustering. 
The experiment result shows that if we can extract the sememes 
properly, we can not only reduce the feature dimension but also 
improve the classification precise. The combined weight method 
makes a good balance between the fuzzy words which have a 
high occurrence and the dividing words which have a middle or 
low occurrence, and the classification precise is higher than other 
weight methods. SOM can be used in text clustering in large 
scales and the clustering results are good when the concept 
feature is selected. Between-cluster distance of the texts of 
concept features is bigger than that of texts of word features, 
word features data nevertheless exhibit some clusters. 
Key words: 
Concept Attributes, Self-Organizing Map, Clustering, Text 
Classification. 

Introduction 

Automatic classification of Chinese text is a process which 
classifies the Chinese documents to several categories by 
their content. With the rapid development of the online 
information, automatic classification becomes one of the 
key techniques for handling and organizing the text data. 
It always has two main parts: the feature selection which 
reflects the documents to a feature vector space and 
weights the components of the vector; the classifier, which 
classifies the documents to the right category by their 
feature vectors. Because the huge data of the document set 
and the hardness of reflecting the documents to feature 
vector, we need to construct a proper feature set [1]. 

Nowadays, the Chinese feature selection methods are 
mainly based on the word feature and concept attribute. 
The word feature is the most popular one, because it is 
easy to be understood and handled. However, as the word 
is sometimes synonymous and dependent on its context, 
the word feature always ignores the relationship among 
the words and isolates all the words which are 
semantically related [3]. 

Because the concept space is much smaller than the 
word one, and the components are comparatively 
independent, the concept attributes are much better to 
reflect the content of the documents. We can get a much 
better vector space by using the concept attributes and 
semantic information [2], so that we choose concept 
attribute as the main component of our feature selection 
method [3]. 

Feature weight method is also important in feature 
selection because it cannot only give a proper threshold to 
reduce the feature dimension to a computable one but also 
strengthen the important features. There are two kinds of 
feature selection method: the first one is based on 
threshold filtering, including DF (Document Frequency), 
TF-IDF (Term Frequency–Inverse Document Frequency), 
MI (Mutual Information), CHI( χ statistics), IG 
(Information gain) and so on [4][6]. After word features 
and concept features are obtained, we can use to clustering 
algorithms to realize text classification. Clustering analysis 
is a way to examine similarities and dissimilarities of 
observations. Data often fall naturally into groups or 
clusters, similar inputs should be classified as the same 
cluster and dissimilar inputs should be classified as the 
different clusters. Clustering is realized by unsupervised 
learning, no predefined classes, those within each cluster 
are more closely related to one another than objects 
assigned to different clusters. The data are classed into 
subgroups or clusters, such that the distance of data items 
within the same cluster (intra-cluster variance) is small 
and the distance of data items stemming from different 
clusters (inter-cluster variance) is large [7]. The clustering 
analysis is more appropriate for some aspects of biological 
learning, human and social sciences and related areas. The 
goal of clustering analysis is the notion of degree of 
similarity (or dissimilarity) between the individual objects 
being clustered. 
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This paper is organized as follows: Section II 
presents the concept extraction method. Section III 
describes the combined feature weight method, compares 
and analysis the virtues and shortcomings of these 
methods. Section IV presents hierarchical clustering and 
SOM clustering. Section V is about experiments and 
Section VI summarizes the conclusions. 

2. The Concept Extraction Method 

The information of the concept extraction in this paper 
comes from HowNet [5], which is not only a semantic 
dictionary, but also a knowledge system referring to the 
concept of Chinese words and the relationship among 
them. So we use the DEF term of the Chinese word, which 
descript the word with defined concept attribute, to 
construct the feature reflection of the documents. In our 
method, we extract the concept attribute from the word as 
the reflection of the text, which will describe the internal 
concept information, and get the relationship among the 
words. Because there are 24,000 words in the HowNet and 
only nearly 1,500 concept attributes, the feature will be 
reduced to a stable dimensionality space with little 
information lose. 

2.1 Concept Weight Method Based on HowNet 

Because the different concept attributes have different 
expression abilities, it is unwise to give every attribute the 
same weight. In fact, we need a strategy to give different 
expression abilities to these attributes, so we consider two 
factors to weight them, one is the height of the weight 
node in a concept tree; the other is the number of the child 
nodes of the weight node. The height of the node is the 
most important factor because it shows the detail degree of 
the concept. Also, when a node have more child nodes, it 
means that in the cognize world, this concept is more 
complex and has more detail concept, and people would 
use its child nodes more and treat this concept as a more 
abstract one, so it should have a comparatively lower 
weight. Moreover, because the nine concept trees in 
HowNet are not equal, we give a different root weight to 
treat them differently. A weighting formula is shown as 
follow: 

]
b

1a)2/)1log(([
+

⋅=
k

ikiik Deep
DrootWtreeW ＋＋＋

.

 

Where，Wik is the weighting of node k in tree i; Wtreei is 
the weighting of the tree root i, in case that there are nine 
trees in Hownet and they contribute differently in 
classification, and we give different weight to different 
trees; Drootik is the distance between node k and the tree 
root i; Deepk is the number of the child nodes of node k; a 
and b are the tempering factors, which are used to control 

the weighting range. According to the experiments, we set 
a=1 and b=5. 

2.2 The Abstract Concept Attributes and the Shielded 
Level in the Content-Tree 

If the DEF term of a certain word contains only abstract 
concept, which has a weak expression ability, it means 
that this DEF term does not describes the word precisely 
and the information gain is not enough. So we cannot 
extract all the words into concept attributes. Here, we give 
a strategy to make a balance between the original words 
and the extracted concept attributes. 

We use the concept tree of HowNet to calculate the 
expression ability. By a selected shielded level, we divided 
these nodes into two parts, the strong ones and the weak 
ones. Because we mainly use the level of the node to 
decide its expression ability, we set a level threshold, 
which is called shielded level. For a word, if all the 
attributes in the DEF are above the shielded level, we 
consider that these attributes are weak in expression and 
give less information than the original word, and we do 
not extract this word into concept. The formula calculating 
the concept expression ability of a word is shown as 
follow: 
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Where, k(cj) is the weight of attribute i in the DEF term of 
word c; m is the number of attributes in DEF term. This 
formula calculates all the attributes in a DEF term and 
decides whether the attribute or the word should be added 
to the feature set. If there is at least one attributes whose 
levels are higher than the shielded level, the expression 
ability of the DEF terms are enough and we added them 
into the feature set. Otherwise, the original word is added. 

3．Combined Weight Method 

3.1 The Analysis of the Feature Set 

When we extract the concept attribute to form the feature 
set, we convert a lot of words into the concept features, 
and get rid of the influence of the synonymy and 
dependence, which makes the classification precise much 
higher. However, because of the mass of weak concept 
and the words which are not in the HowNet, some Chinese 
words are given a comparatively lower weight and become 
the middle or low occurring feature. And there are still 
some specialty words and proprietary words which are 
only occur in one category and are not highly occurred in 
the whole documents and are very important in 
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classification. Both of these words need a strategy to get a 
higher weight and contribute more in text classification. 

3.2 The Comparing Result of Seven Weight Methods 

We select seven common weight methods and test them, 
and focus mainly on their selection strategy and 
classification precise. The experimental results are given 
in Fig. 1. 

 
Fig. 1  Seven different weight methods, y axis shows the average precise, 

and x axis shows the feature dimension of the training set. 
 
From the analysis of the selected feature, we find that: 

(i) The DF, TF-IDF, CET (an improved method of 
IG), CDW and CHI methods prefer the high 
occurred words and they are highly related. In our 
experiment, CHI is the best method in our 
experiments, which accords with the research of 
Yang [6] 

(ii) MCOR method mainly chooses the middle and 
low occurred feature, so its classification precise 
is low when the dimension reduction rate is high. 
But with the increase of the feature dimension, its 
precise is increased highly and when the feature 
dimension is above 4000, its precise is higher 
than CDW ， CET ， DF ， TF-IDF and MI 
methods. 

(iii) MI method mainly selects the high and middle 
occurred feature, it can get a good classification 
precise but with the increase of the feature 
dimension, the precise is not improved visibly. 

3.3 CHI Weight Method 

The CHI weight method’s formula is as follow: 
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Where, N is the total document number of the training set, 
c is a certain category, t is a certain feature, A is the 
number of the document which belong to category c and 

contain feature t, B is those which do not belong to 
category c but contain feature t, C is those which belong to 
category c but do not contain feature t, D is those which 
do not belong to category c and do not contain feature t. 
CHI method is based on such hypothesis: if the feature is 
highly occurred in a specified category or highly occurred 
in other categories, it is useful in classification. Because 
CHI take the occurrence frequency into account, it prefers 
to select highly occurred words, and ignored the middle 
and low occurred words which maybe important in 
classification. 

3.4 MCOR Weight Method 

The MCOR weight method is calculated as follow [1]: 

∑
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In this formula, P(Ci) is the occurrence probability of 
category C, P(t/Ci) is the occurrence probability of the 
feature t when category Ci is occurred, P(t/Celse) is the 
occurrence probability of the feature t when category C is 
not occurred. When P(t/Ci) is higher or P(t/Celse) is lower, 
the weight of MCOR is higher. So, MCOR selects the 
features which are mainly occurred in one category and 
nearly not occurred in other categories. Because it does 
not consider the occurrence frequency of the feature, it 
prefer to select the words which are middle or low 
occurred in the document while highly occurred words are 
always occurred in more than one categories. 

3.5  Combined Weight Method 

Because MCOR mainly selects the words whose 
occurrence frequencies are middle or low, its classification 
precise is low when the dimension reduction is high. But 
with the increase of feature dimension, its precise is 
improved to an appreciable level. And CHI prefers to 
select the words whose occurrence frequencies are high, 
and it is one of the best feature selection methods [6]. As a 
result, when we combine the two methods, we can make 
the advantages together and get a high classification 
precise [7]. So, we give a combined weight method based 
on CHI and MCOR: 

10)()1()()( <<−+= λλλ tVtVtV MCORCHI .
 

VCHI is the weight of feature t of the CHI method, VMCOR is 
the weight of feature t of the MCOR method. When we 
analysis the weigh given by the two methods, we find that 
the average weight of the features are different. For 
example, when the dimension reduction is 50%, the range 
of the weight of CHI is (2.1, 6.81), while the range of the 
weight of MCOR is (1.15, 1.76). Because CHI gives a 
much higher weight to all the features and its swing is 
wider, we should give a comparatively lower value to λ . 
If not, the value depends too much on CHI and the 
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combined weigh method is meaningless. So we need a 
proper value of λ . According to our experience, we 
suppose that when the average weight of CHI and MCOR 
are the same, we can both get the advantage of the two and 
the classification precise will be the highest. So we think 
the best λ  is as follow:  

)(
)(

1 CHIMean
MCORMean

=
− λ
λ

.

 

3.6  Relative Computation of Concepts and Features 
Extraction 

Because some signs are used to describe semantic 
concepts in HowNet, so the correlation need be calculated 
between sememes and its concept in DEF term. The 
weight of sememecan be calculated by the following 
formula: 

),(*)(*)()( ccrelateckcfreqcv jjj = . 
Where, v(cj) is the feature value which includes sememe 
information, freq(c) is a frequency of concept c in the text, 
k(cj) is the weight of attribute i in the DEF term of word c, 
relate(cj,c) is a relativity between sememes cj and concept 
c, the relativity of independent sememes is 1.0, the 
relativity of sememe descriptions is 0.7, the relativity of 
sign sememes is among (0, 1) which depends on the 
different sign. 

4. Hierarchical Clustering and SOM 
Clustering 

4.1  Hierarchical Clustering 

Hierarchical clustering creates a cluster tree to investigate 
grouping in input data, simultaneously over a variety of 
scales of distance [9]. The result of hierarchical clustering 
can be graphically represented by a multi-level hierarchy 
(dendrogram), where clusters at one level are joined as 
clusters at the next higher level. The root is the whole 
input data set, the leaves are the individual elements of 
input data, and the internal nodes are defined as the union 
of their children [9]. Each level of the tree represents a 
partition of the input data into several groups (clusters). 
We can investigate different scales of grouping in 
molecular data, this allows us to decide what scale or level 
of clustering is most appropriate in our application. 

4.2  The Self-Organizing Map (SOM) 

SOM is based on research of physiology and brain science 
which is proposed by Kohonen [10]. By using self-
organized learning the network enables the similar nerve 
cell in function to be nearer, the different nerve cell in 

function to be more separate. During learning process, no 
predefined classes of input data are sorted automatically 
and enable the weight distribution to be similar to input’s 

probability density distribution. SOM learns to recognize 
groups of similar input vectors in such a way that neurons 
physically near each other in the output layer respond to 
similar input vectors, i.e., the lesser the distance, the 
greater the degree of similarity and the higher the 
likelihood of emerging as the winner. SOM can learn to 
detect regularities and correlations of input data, its 
training is based on two principles [8]: 
(i) Competitive learning: the prototype vector most 

similar to an input vector is updated so that it is 
even more similar to it.  

(ii) Cooperative learning: not only the most similar 
prototype vector, but also its neighbors on the map 
are moved towards the input vector.  

SOM not only can adapt the winner node, but also some 
other neighborhood nodes of the winner are adapted, it can 
learn topology and represent roughly equal distributive 
regions of the input space, and similar inputs are mapped 
to neighboring neurons. SOM consists of input layer and 
output layer, which is constructed by competitive learning 
algorithm. Each neuron in input layer is linked by the 
weight Wi j to each neuron of output layer, the neuron 
within the area N(r) around the winner neuron r in output 
layer obtain excitement in different degree, the neurons 
besides N(r) are restrained. The area of N(r) decreases 
monotonically over iteration number t, in finally there is 
only the remains of one neuron, it reflects the attribute of a 
kind of samples. SOM learning process is shown as 
follows [11, 12]: 

When iteration number t=0, input data sample of no 
predefined classes X X i ni

p= ∈ℜ ={ : , , , }1 2 Λ , initial 
weight is put: {Wi,j, i, j=1,2,… ,m}. When t<Tmax, randomly 
select X ti ( ) in X set:  
Find out })()({minarg tWtXr sis −= .

 

Iteration )]()([)()1(
22 /),( tWtXetWtW si

srdist
tss

t −⋅+=+ − σα ,  

Fig. 2  SOM Neural Network 
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)(rNs t∈∀ , 
)()1( tWtW ss =+ ,                          )(rNs t∉∀ . 

Update t+=1, Nt=N0-t(N0-1)/Tmax, α t = α 0 (1-t/Tmax), 

tσ = 0σ -t( 0σ - fσ )/Tmax. 
Here, m is output array size, Tmax is the max iterative 
number, N0 is initial neighbor threshold, α 0  is initial 
learning rate, 0σ  and fσ  are the control parameter of step 
length, dist(r, s) is a distance between neuron r and neuron 
s in the output array. N(r) and α t decrease monotonically 
over iteration number t. 

Unlike other cluster methods, the SOM has not 
distinct cluster boundaries, therefore, it requires some 
background knowledge to solve it. Here we adopt the best 
Davies-Bouldin index to classify cluster boundaries. The 
choice of the best cluster can be determined by the Davies-
Bouldin index [9]. It is a function of the ratio of the sum 
for within-cluster distance and between-cluster distance. 
Optimal clustering is determined by [9]: 

∑
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Where N is the number of clusters, D is a matrix of the 
data set X, SN is the within-cluster distance between the 
points in a cluster and the centroids for that cluster and TN 
is the between-cluster distance from the centroid of one 
cluster to the other. The optimal number of clusters is the 
one that minimizes VDB. If the clusters are well separated, 
then VDB should decrease monotonically over time as the 
number of clusters increases until the clustering reaches 
convergence. 

V．Experiments 

This system is run in Windows XP, and the coding tools 
are VS.Net and Matlab7.0. The corpus comes from the 
People Daily from 1996 to 1998. The corpus is 
unbalanced, and the training set includes 1205 texts, here 
250 texts belongs to economy, 175 texts belongs to 
politics, 130 texts belongs to computer, 300 texts belongs 
to sport, 150 texts belongs to education, 200 texts belongs 
to law. The test set includes 755 texts of above 6 classes. 

5.1  Experimental Result of the Concept Extraction 
with Shielded Level 

Fig.3 shows that only uses original words or concept 
attributes are both not very suitable, if we only use the 
concept attributes without any shielded levels, the precise 
is 90.9%, which is the lowest. And when we choose a 
proper level, for example, level 6, the precise is 93.7%, 
which is the highest. 

Moreover, when we use concept attribute as the feature, 
the difference among different categories are less than that 
when we use word features. This is probably because the 
feature selection based on original words depends much 
on the categories because if there are more special words 
in this field, it is easier to classify it from others. But when 
we use concept attributes, this difference between 
categories seems to be smaller and the curve seems to be 
much smooth.  

The experimental result shows that concept extraction 
method can efficiently reduce the feature dimension, in 
feature dimension reduction, we do not lose useful 
information and the classification precise is much better 
because it filters the unnecessary noises. 

 
Fig. 3 This is the classification precise of the system with different 
shielded levels, The y axis is the classification precise, and x axis is the 
categories of the classification and the last one is the average precise as 
the precise of the system. 

5.2  Experimental Result of the CHI-MCOR 

In order to analysis the best λ  value, λ  is varied from 0 
to 1.0. Fig. 4 shows that when λ  is 0.3, the classification 
precise is the highest, when we use the combined weight 
method, and the precise is always higher than other 
methods. For example, when λ  is 0 or 1, it is the precise 
of the MCOR method or CHI method. In our experiment, 
when λ  is 0.3, the precise is 94.0359%, which is 0.61% 
higher than CHI, 1.074% higher than MCOR.  

Fig. 5 shows that the combined weight method is 
much better in classification in politics category, it means 
that there are a lot of important words in politics category 
which are not highly occurred. So, when we use CHI-
MCOR, its precise is 3.66% higher than we use CHI 
method. In fact, when we statistic the top ten of the 
occurred words in politics category, we find that they are 
not very high in the total statistics. 

5.3  Hierarchical Clustering Experiments  

Two feature sets (i.e., word features and concept features) 
are used in clustering experiments. Fig. 6 is hierarchical 
clustering for 500 features of character frequency, it shows 
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that the clustering results of word features have no 
obvious cluster groups and also no wave crests. Fig. 7 
shows that the clustering results of concept features has 
obvious cluster groups, form several wave crests and 
hiberarchy, there are obvious distances among different 
groups in the 1205 training texts. 

 
Fig. 4  This is the average precise in CHI-MCOR. The y axis is the 
average precise, and x axis is the value of λ  in the formula which ranges 
from 0 to 1. 

 
Fig. 5  The precise of the six categories in three weight method, CHI, 
MCOR and CHI-MCOR when λ  is 0.3. The y axis is the classification 
precise, and x axis is the categories, the last one is the average precise. 
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Fig. 6  Hierarchical clusterings for 500 features of character frequency. 

5.4  SOM Clustering Experiments 

SOM’s initialization is linear with small random initial 
weights, and batch training algorithm is used in two 
phases of rough training and fine-tuning. The size of SOM 
output layer is 15 × 11 which depends on dimension 
number and distribution of input features, the training time 
is 4+11 seconds. Fig. 8 and Fig. 9 show the U-matrix (left 
figure) and D-matrix (right figure) of SOM clustering by 
using the 1205 texts of 500 word features and 500 concept 
features. The 'U-matrix' shows distances between 
neighboring units and thus visualizes the cluster structure 
of the map, it has much more hexagons in the visual 
output planes because each hexagon shows distances 
between map units. While D-matrix only shows the 
distance values at the SOM map units. Clusters on the U-
matrix are typically uniform areas of low values (white) 
which mean small distance between neighboring map units, 
and high values (black) mean large distance between 
neighboring map units and thus indicate cluster borders. 
There are more cluster borders of high values (black) in 
Fig. 9, it shows that there are more small clusters for texts 
of concept features, several white zones (uniform areas of 
low values) are encircled by black or gray cluster borders. 
It shows same as hierarchical clustering that the between-
cluster distance of concept features is far larger than that 
of word features. 
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Fig. 7  Hierarchical clusterings for 500 features of concept. 

 
Because the SOM has not distinct cluster boundaries, 

in order to find and show the borders of the SOM clusters, 
we use the k-means cluster to find an initial partitioning, 
the experimental results show that values of important 
variables change very rabidly. We can assign colors to the 
map units such that similar map units correspond to 
similar colors. Fig. 10 and Fig. 11 are SOM clustering 
results by using the training the 1205 texts of 500 word 
features and 500 concept features, the left figures show the 
Davies-Boulding clustering index [2]; and the right figures 
show the SOM clustering by color code which is 
minimized with best clustering. According to DB index, 
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we can find that VDB is monotonously decreased with 
increase of iterative number; the number of clustering 
groups is also increased. The numbers of the best clusters 
are 15 and 14 (corresponding to their minimum VDB 
values) for word features and concept features, 
respectively. 

U-matrix of 500 features of charactor frenquence, 1205 texts D-matrix (grayscale)

 
Fig. 8  U-matrix (left figure) and D-matrix (right figure) of SOM, the 
training data are 1205 texts of 500 word features, SOM’s initialization is 
linear, and batch training algorithm is used in two phases of rough 
training and fine-tuning.  
 

U-matrix of  500 concept features, 1205 texts D-matrix (grayscale)

 
Fig. 9  U-matrix (left figure) and D-matrix (right figure) of SOM, the 
training data are 1205 texts of 500 concept features, SOM’s initialization 
is linear, and batch training algorithm is used in two phases of rough 
training and fine-tuning.  

 
The left figures in Fig. 12 and Fig. 13 (which training 

data are respectively 1205 texts of 500 word features and 
500 concept features) are the number of map samples in 
each unit; it shows the distribution of the input data on the 
output map plane. Because the significance of the 
components with respect to the clustering is harder to 
visualize, therefore we adopt distance matrix with color 
codes which is minimized with the best clustering on the 
right figures of Fig. 12 and Fig.13. Small hexagons in Fig. 
12 indicate cluster borders (corresponds to large distance 
between neighboring map units on U-matrix), it shows 
more small clusters for texts of concept features. 
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Fig. 10  Davies-Boulding clustering index (left figure), and SOM cluster 
by color code which is minimized with best clustering (right figure). 
Training data are 1205 texts of 500 word features. 
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Fig. 11  Davies-Boulding clustering index (left figure), and SOM cluster 
by color code which is minimized with best clustering (right figure). 
Training data are 1205 texts of 500 concept features.  
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Fig. 12  The distribution of the input data on the map (left figure), the 
digital in each hexagon is the number of map texts; distance matrix with 
color codes is shown on the right figure. Training data are 1205 texts of 
500 word features. 
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Fig. 13  The distribution of the input data on the map (left figure), the 
digital in each hexagon is the number of map texts; distance matrix with 
color codes is shown on the right figure, small hexagons on the D-matrix 
indicate cluster borders (corresponds to large distance between 
neighboring map units on U-matrix). Training data are 1205 texts of 500 
concept features. 
 

By comparison of hierarchical clustering (Fig. 6 and 
Fig. 7) and SOM clustering (Fig. 12 and Fig. 13), the 
results show distinctly easily that between-cluster distance 
of the texts of concept features is bigger than that of texts 
of word features, Fig. 6 and Fig. 12 show that word 
features data nevertheless exhibit some clusters. 
By comparing SOM clustering results and artificial 
classification results, both have a good corresponding 
relationship in the rough. A group or several groups in 
SOM clustering may correspond to some a class of 
artificial classification. There exist some fuzzy output 
nodes (hexagon) in Fig. 12 and Fig. 13, i.e., there are 
different artificial classes in same output nodes or same 
color area. The clustering qualities of SOM are evaluated 
by precision P, recall R and F1. The formulas of precision 
and recall for class k are defined as follows:  

k

k
k AtotalNum

mAcorrectNuecision =Pr . 

k

k
k TotalNum

CorrectNumcall =Re . 
The AcorrectNumk is the number of the documents of 

the class k which are correctly judged by a computer; 
AtotalNumk is the number of the documents of the class k 
which are judged by a computer. The CorrectNumk is the 
number of the documents of the class k which are correctly 
classified; TotalNumk is the number of the documents of 
the class k in standard solution. Then the average values of 
precision, recall and F1can be obtained as the clustering 
results of SOM: 
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Table 1: SOM Clustering Results 

 
E 
C
O
N
O
M
Y

P 
O
L 
I 
T 
Y

C
O
M
P 
U
T 
E 
R

S 
P 
O
R
T 

E 
D 
U 
C 
A 
T 
I 
O 
N 

L 
A 
W 

A 
V 
E 
R 
A 
G 
E 

F1 

P 83.
0 

95.
6 

93.
7 

97.
2 

89.
8 

87.
4 

91.
12 

W
o
r 
d

R 82.
4 

72.
3 

91.
0 

92.
0 

87.
6 

81.
5 

84.
47 

87.67 

P 96.
5 

98.
0 

92.
8 

99.
1 

93.
1 

91.
6 

95.
18 

C
o
n
c 
e
p
t 

R 94.
2 

85.
3 

95.
2 

94.
6 

89.
8 

88.
2 

91.
22 

93.16 

 
Table 1 shows that the clustering performance of concept 
features is better than that of the word features. 

6. Conclusions 

When we use concept as the feature of text classification, 
we can efficiently reduce the feature dimension and reflect 
the original feature space to a more stable one. By setting 
a shielded level, we can save the word whose DEF is weak 
in expression and avoid losing important information in 
concept extraction. When the shielded level is proper, the 
classification precise is much higher and more stable. 
Because there are some dividing words which are not 
highly occurred but useful in text classification, we use 
CHI-MCOR method to combine two weight methods 
together. This method not only selects the highly occurred 
words, but also selects the dividing word whose 
occurrence frequency is middle or low. The experimental 
result shows that CHI-MCOR method is much better than 
any one of the weight methods. SOM can be used in text 
clustering in large scales and the clustering results are 
good when the concept feature is selected. Between-
cluster distance of the texts of concept features is bigger 
than that of texts of word features, word features data 
nevertheless exhibit some clusters. 
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