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Summary 
For the time when we deal with the difficulty of 
determining a decision attribute among several 
candidates to find more accurate decision models, we 
propose a new method to help users find a good decision 
attribute based on the overall correctness of the target 
database. The overall correctness is measured by the 
degree of non-conflicting decisions based on rough set 
theory. By assessing the measure among possible 
candidates, we can have more accurate decision models 
for the target databases. 
Key words: 
Decision trees, Rough set theory, clustering 

1. Introduction 

There are two principal data mining tasks [1]; 
Classification maps a datum into one of the predefined 
classes. Clustering is needed if the user does not define 
classes.  But, yet little research on the situation between 
classification and clustering has been done. 

Most KDD (knowledge discovery in databases) 
systems assume a good training data set has been selected 
during the data selection process, so we usually assume 
that a decision attribute is predefined. But, in real world 
databases we may have some difficulty in determining a 
decision attribute, if we have limited domain knowledge 
about the database. Moreover, when the target database is 
a relational database, usually several relations are joined 
together for data warehousing, and if several relations are 
joined together, we may have a similar problem in the case 
that we want to select a decision attribute from the new 
database table. 

But direct generation of decision models like decision 
trees for each candidate decision attribute to determine the 
best one may take very long time especially when the size 
of target data set is very large and it has many continuous 
attributes [2]. So, direct testing for each candidate may not 
be practical.  One may think that sampling is an 
alternative for the problem, but sampling may not be 
satisfactory, because there is the possibility of sampling 
error and sample size problem. 

Moreover, when we generate a decision model, we 
may need to find very accurate decision models in some 
domains. For example, in the thyroid application 
experimented by Quinlan et. al. [3] 91 ~ 95% of high level 
accuracy can be obtained by ignoring all attribute values 
and classifying all cases as normal, thus he could get very 
simple decision model. But knowledge discovery process 
may need to find some hidden causes that cover only 5 ~ 
9% of the cases. In this respect a decision attribute that 
will generate not only simpler decision model but also 
higher accuracy may be more significant than other 
candidate decision attributes. 

We suggest a method to solve the problems of 
choosing a good decision attribute based on an approach 
developed from rough set theory to generate more accurate 
decision model. 

We will first discuss related works in section 
2, in section 3 we present our method in detail 
and in section 4 we illustrate our method 
through experimentation. Finally in section 5, 
we present conclusions. 
 
2. Related Work 
 
Many classification systems have been implemented 
including decision tree systems [1], neural networks [4], 
rough set-based systems [5], etc. The basic assumption in 
all of these approaches is that we know the class of each 
example beforehand. For example, decision tree systems 
have one decision attribute that depends on other values 
that are under condition attributes. 

Although most classification systems assume that a 
decision attribute is given, this assumption can be a 
limitation for the applicability of these systems, since it 
may not be always clear that we know exactly which 
attribute in a database table is the decision attribute. Due to 
this fact an elaborate selection process is needed unless the 
database has been arranged in a very simple structure. 

When we don't know exactly the class of each object 
or row of a database table, we should rely on clustering. 
Earlier work in this area has been mostly done outside of 
artificial intelligence under the name of cluster analysis 
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using numerical taxonomy and distance measures to define 
similarity between objects. Much work in pattern 
recognition is based on this method [6]. Conceptual 
clustering methods have been developed to take advantage 
of the object's semantics. CLUSTER/S [7] uses 
background knowledge to determine the class of an object. 
But there is no guarantee that the built--in background 
knowledge can be very helpful for near-optimal clustering, 
and evaluation using LEF(Lexical Evaluation Function) in 
CLUSTER/S is prone to be arbitrary and difficult to justify. 
COBWEB [8] defines classes as a probability distribution 
over the values of attributes of objects and generates a 
hierarchy of classes. The system uses a category utility 
measure which is similar to Gini index [9]. The tree 
COBWEB generates has the property that all the nodes 
except the root node define a class. COBWEB generates a 
taxonomy based on the probability distribution. But this 
taxonomy may differ from a human's since no external 
knowledge is used for the classification, so that it must 
rely on human's verification of the generated tree. 
 
3. Suggesting Method  
 
Rough set theory is a mathematical tool to deal with 
vagueness and uncertainty of imprecise data. After being 
introduced by Z. Pawlak in the early 1980’s [10], the 
theory has been developed and expanded to include 
applications in the fields of decision analysis, data analysis, 
pattern recognition, machine learning, and knowledge 
discovery in databases. 

If we are given a finite set U ≠ φ  of objects, called a 
universe, and a family of equivalence relations over U, 
called R, then a relational system K=(U, R) is a 
knowledge base. An equivalence relation represents the set 
of values that each object can have as one of its properties. 

 
Definition: The degree of dependency between P and Q 
where  P, Q ⊆ R is defined as follows. 
 
P ⇒k Q where k= (card POSp(Q))/(card U) 

1) k = 1: Q totally dependent on P 
2) 0<k<1: Q roughly dependent on P 
3) k = 0: Q totally independent on P 
 

In the above definition, 'card' and 'POS' stand for 
cardinality and positive region respectively. Our basic idea 
is to select a decision attribute that has the largest positive 
region and the smallest boundary region based on rough 
set theory.  

In order to compute the value based on the size of the 
positive region repeat the following steps for the each 
user-selected potential decision attribute. 
 
Repeat 

 
• Select a candidate decision attribute. 

• Sort the database table using all attributes of the table 
other than this decision attribute. 

• Find the size of the positive region: count the number 
of rows having the same value on the condition 
attributes but having different values on the decision 
attribute.  

Until no more candidate decision attribute; 
 

Note that in the third procedure of the above counting the 
number of rows is equal to counting the rows belonging to 
the boundary region. By subtracting the value from the 
total number of rows, we obtain the number of rows 
belonging to the positive region. 

So, we have the following equation: 
 

The score of candidate decision attribute = |X| / |T| 
 

where X is the number of rows belonging to positive 
region, and T is the total number of rows of the database 
table. So, the larger a positive region is, the more overall 
dependency between condition and decision attributes. 
Note that attributes in the database tables correspond to 
equivalence relations in rough set theory. 
 
4. Experimental Consideration  
 
We used random data sets generated from dgp2 data 
generation program in UCI machine learning repository 
[11], since the program generates random data in normal 
distribution with no conflicting classification. Thus, all 
data are in positive region. We used C4.5 decision tree 
generation system [12] as a decision model for our 
experiment. 

In order to make conflicting decision values after 
generating 50,000 objects, duplicate objects were made. 
Among them randomly 20% and 10% were made to have 
conflicting classification values. The size of positive 
region is reduced from 100,000 to 79,644 and 89,876 
respectively. Table 1, 2, 3 show decision trees generated 
from C4.5 for original data set, 10% conflicting data set, 
and 20% conflicting data set with various pruning 
confidences. Default value of pruning confidence in C4.5 
is 25%. 

Table 1: Decisions trees of original data 

Tree size Estimated error rate 
(%) 

Pruning confidence 
(%) 

14458 7.7 25 
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9752 9.2 15 

5069 11.3 5 

1461 13.5 0.5 

471 15.6 0.01 

377 15.8 0.001 

 

Table 2: Decision trees of 10% conflicting data 

Tree size Estimated error rate 
(%) 

Pruning confidence 
(%) 

9875 12.3 25 

5586 13.7 15 

2451 15.4 5 

620 17.2 0.5 

392 19.2 0.01 

380 19.3 0.001 

 

Table 3: Decision trees of 20% conflicting data 

Tree size Estimated error rate 
(%) 

Pruning confidence 
(%) 

5857 16.7 25 

3015 17.9 15 

1244 19.4 5 

373 20.9 0.5 

195 22.9 0.01 

195 23.0 0.001 
 
If we compute the scores based on positive regions; 

 
for original data: 100000/100000 = 1, 
for 10% conflict: 89876/100000 = 0.89876, and 
for 20% conflict: 79644/100000 = 0.79644. 
 
So, we will choose decision attribute of original data 

as the best decision attribute among three candidate 
decision attributes. For comparison, table 4 shows the size 

of decision trees generated from C4.5 when estimated 
error rate is 15.8%. 

 
 

Table 4: Decision trees with estimated error rate of 15.8% for each data 
set 

Data sets The number of 
nodes 

Original 377 

10% conflict 2219 

20% conflict 7517 
 
5. Conclusions 
 
Although it is difficult to say that there are only two 
situations of classification and clustering that we surely 
know or absolutely don't know the class of each object, yet 
little research on the situation between two cases has been 
done.  

As a method to deal with the situation between 
clustering and classification, we propose a method based 
on rough set theory. The relative size of potentially 
accurate knowledge model is measured by the size of 
positive region that reflects the overall dependency 
between condition attributes and a decision attribute. So, 
by considering the factor in determining a good decision 
attribute among possible candidates, one may get a better 
decision model of accuracy.  
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