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Summary 
This paper presents a Field Programmable Gate Array 

(FPGA) integrated architecture to perform a pipelined operations 
of image capturing, convolution and sorting, which were usually 
operated in series. FPGA receives pixels from image sensor in 
series, when they are able to be filled in a first n×n window. A 
convolution with selected coefficients of n×n matrix can be 
started to obtain a target image pixel. After the target image 
pixels are filled in another n×n window again. Maheshwari 
sorting is performed and three values (max, mid, min) are 
obtained simultaneously, ready for next processing. 

Convolution and sorting help further filter image noises, such 
as dark current noise and Fixed Pattern Noise (FPN) in CMOS 
image sensor. This is one of the main reasons that make this 
integrated image processing device in FPGA demonstrate a high 
image qualities. A faster capturing speed is also gained due to 
using hardware-oriented FPGA instead of ordinary software 
programmed 8051 series microprocessors. This integrated 
processing device might relieve the microcontrollers of extensive 
software image computing if applied in a embedded system. 
Key words: 
CMOS image sensor, Digital image processing, FPGA, image 
capturing. 

1. Introduction 

The FPGA integrated processing architecture shown in 
Figure 1, consists of four units, namely, initialization unit 
(INU), data transfer unit (DTU), image processing unit 
(IPU) and memory management unit (MMU). MMU 
manages the object (processed) image to be stored in 
external memory while the related settings information 
about sensor exposure time, frame size, filter selection etc. 
are stored in the internal memory. Initialization unit (INU) 
accesses the necessary settings stored in the MMU for the 
system initialization when system is started. Image 
processing unit (IPU) does the pipelined operations of the 
image capturing, convolution and sorting. 

 
Section 2 makes literature reviews about image 

convolution and 2-D sorting. Section 3 describes how 
initialization does the necessary settings. Section 4 

describes more detail in IPU. Section 5 describes some 
detail of MMU and DTU for the data transfer in the system. 
Section 6 shows some experiment results from the system. 
A concluding remark is described in Section 7. 
 

 

 Fig. 1. Block diagram of FPGA integrated processing Architecture 

 
2. Theoretical Consideration 
 

2.1 Convolution as a Filter 

The original image(o) obtained from any source (camera, 
picture…) can be processed by a function to obtain a result 
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called object image(b) as shown in the following equation, 
and the related graph in Figure 2.  
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Function f (i,j) is one element of filter coefficient, in a 
position at i-th row and j-th column. 
 

 

(A) original image(o)               (B) object image(b) 

Figure 2. Object image (b) is a result from an original image (o) 
convolved by a filter function 

Many functions can be used for convolution of which 
image filtering is one of its applications. There are 
coefficients for three filter functions listed in Figure 3, the 
result images after convolutions and the original image 
will be shown in Section 6 for comparison. 
 

1/9

1/9

1/9

1/9

1/9

1/9

1/9

1/9

1/9

      
-1/9

8/9

-1/9

-1/9

-1/9

-1/9

-1/9

-1/9

-1/9

 

(a) Averaging filter    (b) Gaussian filter       (c) High pass filter 

Figure 3. The coefficient of three filter functions 

 
Image filtering is an important application in image 

processing [1]-[4]. It was first done through the software 
package of matrix operation. To increase the processing 
speed Crookes presented a hardware FPGA 
implementation around the year 2000 [5]-[8]. The details 
and our modification of Crookes’ implementation will be 
shown in section 4. 

 

2.2 Filtering by 2-D sorting 

2-D sorting was presented by Maheshwari in 1997 [9]. 
It can sort a 3×3 matrix and find its maximum (Max), 
middle (Mid) and minimum (Min) elements 
simultaneously in one operation through 5 triple input 
sorters as shown in Figure 4. 

 
The detailed FPGA implementation will be described in 

SectionⅤ. The maximum value, the middle value, and the 
minimum value can be used for maximum filter, median 
filter, and minimum filter, respectively. The actual image 
outputs from these three filters will also be shown later in 
Section 6.  

 

 

(A) original image(o)            (B) object image(b) 

Figure 4. Original image(o) going though the process of triple sorters  to 
obtain a object image(b) 

3. Initialization Unit 

When system “start” signal is received by initialization 
unit, addresses are generated to MMU as shown in Figure 
5, commands or parameters in MMU are sent to 
Initialization unit. The commands are decoded to generate 
different signals to the related units for necessary initial 
settings.  

 
For example, exposure setting sent to CMOS Image 

Sensor by I2C bus [10] [11]. Frame settings sent to Image 
Process Unit (IPU). These commands can be input to 
MMU from PC before or after system being started, which 
means the system operations can be changed or parameters 
be selected  (such as image brightness, frame size, 
convolution coefficients, filtering parameters, etc.) at any 
time in system operation. 
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Figure 5. Block diagram of Initialization Unit (INU) & data connections 
with related units 

4. Image Processing Unit 

Figure 6, shows the control and data connections of IPU 
to other units as well as to the internal parts. IPU contains 
three parts, namely, image capturing, 2-D convolver, and 
2-D sorters. They will be described in more detail in the 
followings; 
 

 

Figure 6. The control and data connections of IPU to other units and 
devices 

4.1. Image Capturing 

After INU finished its operations of initialization, 
“ic-go” control is enable from MMU, to start the image 
capturing operations. As shown in Figure 7, signal “valid” 
is enable from comparing xpos and ypos with the stored 
frame size, then “enable” signal is activated for sending 
the input image data to 2-D convolver if the image data are 
within the frame size, and image capturing is in busy state 
indicating IPU is busy in working condition. 
 

 

Figure 7.  Internal and external connection of image capturing(ic) area 

 

4.2 2-D convolver and modifications 

Figure 8, shows Crookes’ FPGA 2-D convolver, where 
Z-1 means after one clock delay and Z-ow means after “ow” 
number of clock delay. Figure 9 shows an example 
10x10(ow=10) image frame in which a 3×3 window is 
undergoing a convolution. 
 

 

Figure 8.  Crookes’ FPGA 2-D convolver architecture 

 

Figure 10a, shows the diagram when 10x10 frame is fit 
to the Crookes’ convolver architecture. It needs 9 
multipliers (represented by“↓”) and 9 adders (represented 
by “ ”) as shown in Figure 10a. Figure 10a can also be 
modified like Figure 10b for simplicity. 
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Figure 9. 10×10 image frame with 3×3 window for convolution 

 

 

Figure 10a. hitting 10×10 frame in Crookes’ convolver 

 

Figure 10b. Simplified representation of figure 10a 

A modification of Crookes’ convolver is shown in 
Figure 11, which just continually multiplies and adds 
(accumulates) the incoming pixels with a specific element 
(by means of multiplexing) of the nine coefficients. It then 
shifts to right. Only one multiplier and one addition are 
needed. It is quite a save (up to 90% saving) in circuit 
design without significant time delay. 
 
 
 
 

 

Figure 11. Modified Crookes’ implementation with one multiply and one 
addition delay 

4.3 Sorter implementation 

Maheswari applied three 2-input bubble sorting 
algorithm to obtain a triple input sorter and implemented it 
in FPGA. The function of triple input sorter is shown in 
Figure 12.  

 
By using triple input sorter , a 3×3 matrix can be sorted 

serially by vertical, horizontal and main diagonal and 
obtained  the maximum, middle, and minimum values in 
the second diagonal (3 gray boxes) as shown in Figure 13. 
 

 

Figure 12.Triple input sorting 

 

Figure 13. Three values (max, mid, min) obtained by triple input sorters 

 
The triple input algorithm presented by Maheshwari, 

can be used to realize the 2-D sorting by combining 5 
triple input sorters as shown in Figure 14, where the input 
“sort bus” at the upper left corner in Figure 14, is obtained 
form the right-hand side column of 3×3 window currently 
performing the convolution operation as shown in Figure 
15. 
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Figure 14. FPGA realization of 3×3 Maheshwari algorithm. 

 

 

Figure 15. Sort bus is from 3×3 convolution window 

 

From the above description of convolver and sorter the 
connections to both parts are shown in Figure 16. 

 
The internal as well as external connections of IPU are 

shown in Figure 17. The overall operation in IPU can also 
be considered as 3-stage pipelined image process, namely, 
capturing, convolution and sorting. 

 
 

 

Figure 16. The external and internal connections of 2-D convolver 

 

 

Figure 17.  IPU external and internal connections 
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5. Memory Management Unit and Data 
Transfer Unit 

The remaining two units, Memory Management Unit 
(MMU) and Data transfer Unit (DTU) are described in this 
section. MMU consists of two modules, namely, parameter 
module and image module. Parameter module includes an 
internal memory for storing the parameter initialization 
settings. Image module takes care of the object image 
storing from IPU or the readout form external memory to 
PC through DTU  using IEEE 1284 standard [12]-[14]. 
Figure 18, shows the connections between MMU, DTU, 
PC, INU, IPU and external memory. 

 
 

 

Figure 18. Connection between MMU, DTU, INU and IPU 

6. Experiment and Results 

The Configuration of CMOS image sensor for this 
integrated architecture experiment is shown in Figure 19. 
Its practical circuits and devices connection is shown in 
Figure 20. 

 
Figure 21, Shows Lena’s filtered images through 2-D 

convolution form the experiment. The result image 
through high pass filter is hard to be seen or be printed as 
shown in (d) of Figure 21, so (d) is enhanced for easier to 
be seen as shown in (e) of Figure 21. Figure 22, applies 
median filters. Figure 23, applies maximum and minimum 
filters. Currently the qualities of all the processed images 
form these experiments are above the average according to 
the human eye’s inspection.  

 
 

57.8MHz is the maximum clock rate to run this FPGA 
board, it is estimated about 20 frames(320×240) per 
second can be achieved under this clock rate. 
 

 

Figure 19. Configuration of FPGA integrated architecture experiment 

 

 

Figure 20. Practical connection of FPGA integrated architecture 
experiment 

   

(a) Original Image       (b) Averaging filter    (c) Gaussian filter 

   

(d) High pass filter     (e) Enhance from d     (f) a plus d 

Figure 21.Lena’s filtered images though 2-D convolution from this 
experiment 
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  (a) Original image                 (b) After 1st.Median Filter 

    

(c) After 2nd Median Filter     (d) After 3rd Median Filter 

Figure 22. Results from median filter in this experiment 

 
 

   

 (a) Original image                   (b) Original image plus Noise 

   

(c) After 1st Maximum Filter     (d) After 1st Minimum Filter 

 

Figure.23  Results from maximum filter and median filter in this 
experiment 

7. Concluding Remark 

Image capturing, convolution and 2-D sorting were 
usually done in series. They are now integrated in a FPGA 
chip, using 60k gate-count out of the total 200k gate-count 
available in that chip (Spartan-IIE XC2S200E) and operate 
in 3-stage pipelined. It demonstrates the speed of 20 
frames (320×240) per second with high quality images. 

 
After this initial experiment, it is found that further 

improvements are possible for increasing the operation 
speed and operating flexibility. The following lists are 
some examples; 

 In this experiment, 2-D sorting is done after all 9 
elements in 3×3 window are filled. Sorting can also 
be done immediately after each element is generated 
by using bubble sorting. The sorted listing can be 
stored in a buffer for next processing. In this 
modified design, convolution and sorting are in 
parallel operation. It will greatly increase the 
processing speed. 

 Dynamically changing the size of convolution 
window instead of 3×3 is possible by dynamically 
presetting a counter that controls the number of 
shifting in the shift registers used as line buffers. 

 
This integrated image capturing device in FPGA can be 

independently operated with LCD display or applied in an 
embedded system as an image accelerator to relieve 
processor core’s burden of extensive software image 
computing, in addition to the high speed as well as a better 
image quality.  
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