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Summary 
In this paper, a new technique for fast painting with different 
colors is presented. The idea of painting relies on applying masks 
with different colors to the background. Fast painting is achieved 
by applying these masks in the frequency domain instead of 
spatial (time) domain. New colors can be generated automatically 
as a result from the cross correlation operation. This idea was 
applied successfully for faster specific data (face, object, pattern, 
and code) detection using neural algorithms. Here, instead of 
performing cross correlation between the input input data (e.g., 
image, or a stream of sequential data)  and the weights of neural 
networks, the cross correlation is performed between the colored 
masks and the background. Furthermore, this approach is 
developed to reduce the computation steps required by the 
painting operation. The principle of divide and conquer strategy 
is applied through background decomposition. Each background 
is divided into small in size sub-backgrounds and then each 
sub-background is processed separately by using a single faster 
painting algorithm. Moreover, the fastest painting is achieved by 
using parallel processing techniques to paint the resulting 
sub-backgrounds using the same number of faster painting 
algorithms. In contrast to using only faster painting algorithm, 
the speed up ratio is increased with the size of the background 
when using faster painting algorithm and background 
decomposition. Simulation results show that painting in the 
frequency domain is faster than that in the spatial domain. 
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1. Introduction 

Painting in real time is an important issue for many 
different applications [57]. In this article, a new idea for 
fast painting is presented. Painting with colored masks is 
equivalent to cross correlation with these masks and 
background. It was proved that performing cross 
correlation in the frequency domain is faster that time 
domain [1-54]. Fast cross correlation has been applied 
successfully for many different applications [1-53]. A 
faster searching algorithm for face/object detection using 
neural networks and fast cross correlation was presented in 

[6,27,29,30,32,33,34,35,38,42,48,50,51,52,53]. Faster 
sub-image detection was achieved using fast cross 
correlation [16,20,25,36,39]. Very fast iris detection using 
fast cross correlation was introduced in 
[31,41,43,44,45,46,47,49]. A general fast pattern detection 
using fast cross correlation was presented in 
[2,7,8,9,10,14,15,21,22,23,24]. Furthermore, a real time 
fast code detection for communication applications using 
fast cross correlation was introduced in [18,37,40]. In 
addition, a  new time delay artificial neural network was 
invented using fast cross correlation as introduced in 
[1,5,12,19]. As well as, an interesting mathematical 
application by using fast cross correlation was presented 
[17,26,28]. A quick algorithm for fast Principle 
Component Analysis (PCA), applied in many artificial 
intelligent algorithms, using fast cross correlation was 
introduced in [3]. Moreover, an Internet application for 
fast searching on web pages using fast cross correlation 
was presented in [4]. Finally, high speed data processing 
using fast cross correlation was introduced in [12]. 
 
Here, fast painting is implemented in the frequency 
domain using different masks. Each mask can have a 
single color or mixed colors. In addition, new colors can 
be generated after performing the cross correlation 
operation. In section 2, a new fast painting algorithm using 
cross correlation is presented. A faster painting algorithm 
that reduces the number of the required computation steps 
through background decomposition is presented in section 
3. Accelerating the new approach using parallel processing 
techniques is also introduced. 
  
 
2. A New Theory for Fast Painting with 
Colored Masks Using Cross Correlation in the 
Frequency Domain 
 
In this new approach, we are interested in increasing the 
speed of the painting process. By the words “fast painting” 
we mean reducing the number of computation steps 
required to perform the painting process. In the proposed 
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model, each sub-background in the background is painted 
with one or more colors. At each position in the 
background each sub-background is dot multiplied by a 
mask (window) of a certain color or mixed colors, which 
has the same size as the sub-background. This 
multiplication was done in the spatial (time) domain and is 
performed here in the frequency domain.  
 
In this section, a fast algorithm for automatic painting with 
colored masks based on two dimensional cross correlations 
that take place between the background and the sliding 
window is described. Such window is represented by a 
mask contains a certain color or mixed colors. The 
convolution theorem in mathematical analysis says that a 
convolution of f with h is identical to the result of the 
following steps: let F and H be the results of the Fourier 
transformation of f and h in the frequency domain. 
Multiply F and H in the frequency domain point by point 
and then transform this product into spatial domain via the 
inverse Fourier transform [1-54]. As a result, these cross 
correlations can be represented by a product in the 
frequency domain. Thus, by using cross correlation in the 
frequency domain a speed up in an order of magnitude can 
be achieved during the painting process.      
 
In the painting process, a sub-background X of size nxn  
is extracted from the background, which has a size PxT. 
Let Wi be the vector of colored masks (sliding window) 
that will be applied to this sub-background. This vector 
has a size of nxn and can be represented as nxn matrix. 
The resulted new generated colors h(i) can be calculated as 
follows:  
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Equation (1) represents the output of applying each mask 
for a particular sub-background X. It can be computed for 
the whole background Ψ as follows: 
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Equation (2) represents a cross correlation operation. 
Given any two functions f and g, their cross correlation can 
be obtained by [1-53]: 
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Therefore, Eq. (2) can be written as follows: 

iWΨih ⊗=                 (4) 

where hi is the resulted new generated colors matrix (i) and   
hi (u,v) is the new generated color (i) when the colored 
mask (sliding window) is located at position (u,v) in the 
background Ψ and (u,v)∈[P-m+1,T-n+1].  
Now, the above cross correlation can be expressed in terms 
of the Fourier Transform: 

( ) ( )( )iW*FF1FiWΨ Ψ •−=⊗      (5) 

(*) means the conjugate of the FFT for the weight matrix.  
The complexity of cross correlation in the frequency 
domain can be analyzed as follows: 
1. For a background of NxN (elements) area, the 2D-FFT 
requires a number equal to N2log2N2 of complex 
computation steps. Also, the same number of complex 
computation steps is required for computing the 2D-FFT 
of the mask matrix. Assume that we have a total number of 
q masks. Then the number of computation steps required 
to compute 2D-FFT for all masks will be (q N2log2N2).  
2. For each mask, the inverse 2D-FFT is computed. So, q 
backward and (q+1) forward transforms have to be 
computed. Therefore, for a processed background, the total 
number of the 2D-FFT to compute is (2q+1)N2log2N2. 
3 The background and the colored masks should be 
multiplied in the frequency domain. Therefore, a number 
of complex computation steps equal to qN2 should be 
added.  
4. The number of computation steps required by the fast 
cross correlation is complex and must be converted into a 
real version. It is known that the two dimensional Fast 
Fourier Transform requires (N2/2)log2N2 complex 
multiplications and N2log2N2 complex additions [55,56]. 
Every complex multiplication is realized by six real 
floating point operations and every complex addition is 
implemented by two real floating point operations. So, the 
total number of computation steps required to obtain the 
2D-FFT of an NxN background is: 

ρ=6((N2/2)log2N2) + 2(N2log2N2)          (7) 

which may be simplified to: 

ρ=5N2log2N2                 (8) 

Performing complex dot product in the frequency domain 
also requires 6qN2 real operations. 
5. In order to perform cross correlation in the frequency 
domain, the mask matrix must have the same size as the 
background. Therefore, a number of zeros = (N2-n2) must 
be added to the weight matrix. This requires a total real 
number of computation steps = q(N2-n2) for all masks. 
Moreover, after computing the 2D-FFT for the mask 
matrix, the conjugate of this matrix must be obtained. So, a 
real number of computation steps =qN2 should be added in 
order to obtain the conjugate of the mask matrix for all 
masks.  Also, a number of real computation steps equal to 
N is required to create butterflies complex numbers 

 



IJCNS International Journal of Computer Science and Network Security, Vol. 6 No.2  March  2006 
 

 

(e-jk(2Πn/N)), where 0<K<L. These (N/2) complex numbers 
are multiplied by the elements of the background or by 
previous complex numbers during the computation of the 
2D-FFT. To create a complex number requires two real 
floating point operations. So, the total number of 
computation steps required for the fast cross correlation 
becomes: 

σ=(2q+1)(5N2log2N2) +6qN2+q(N2-n2)+qN2 +N  (9) 

which can be reformulated as: 

σ=(2q+1)(5N2log2N2) +q(8N2-n2) +N       (10) 

6. Using a mask (sliding window) of size nxn for the same 
background of NxN elements, q(2n2-1)(N-n+1)2 
computation steps are required when using conventional 
cross correlation for automatic color generation. The 
theoretical speed up factor η can be evaluated as follows: 

   N )2n-2q(8N )2N2log21)(5N(2q

 2 1)n-1)(N-2q(2nη
+++

+
=  (11) 

The theoretical speed up ratio (Eq. (11)) with different 
sizes of background and different in size mask matrices is 
listed in Table 1. Practical speed up ratio for manipulating 
backgrounds of different sizes and different in size weight 
matrices is listed in Table 2 using 700 MHz processor and 
MATLAB ver 5.3. An interesting property with fast cross 
correlation is that the number of computation steps does 
not depend on either the size of the sub-background  or 
the size of the weight matrix (n). The effect of (n) on the 
number of computation steps required for fast cross 
correlation is very small and can be ignored. This is 
incontrast to conventional cross correlation in which the 
number of computation steps is increased with the size of 
both the sub-background and the mask matrix (n). 
In practical implementation, the multiplication process 
consumes more time than the addition one. The effect of 
the number of multiplications required for conventional 
cross correlation in the speed up ratio (Eq. 11) is more than 
the number of of multiplication steps required by the fast 
cross correlation. In order to clear this, the following 
equation (ηm) describes relation between the number of 
multiplication steps required by conventional and fast 
cross correlation: 

22
2

2
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Eq. (12) proves that the effect of the number of 
multiplication steps in case of conventional cross 
correlation is more than fast cross correlation and this is 
the reason why the practical speed up ratio is larger than 
theoretical one. 
 

For general fast cross correlation the speed up ratio (ηg) is 
in the following form: 

τ)(N)2n-2τ)q(8(N)2τ)(N2log2τ)1)(5(N(2q

21)N2q(2n

gη
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where τ is a small number depends on the size of the 
weight matrix. General cross correlation means that the 
process starts from the first element in the input matrix. 
The theoretical speed up ratio for general fast cross 
correlation (ηg) defined by Eq. 13 is shown in Table 3. 
Compared with MATLAB cross correlation function 
(xcorr2), experimental results show that the proposed 
algorithm is faster than this function as shown in Table 4.  

3. A New Faster Algorithm for Automatic 
Painting and New Color Generation Based on 
Background Decomposition 
In this section, a new faster algorithm for automatic 
painting and new color generation is presented. The 
number of computation steps required for fast cross 
correlation with different background sizes is listed in 
Table 5. From this table, we may notice that as the 
background size is increased, the number of computation 
steps required by fast cross correlation is much increased. 
For example, the number of computation steps required for 
a background of size (50x50 elements) is much less than 
that needed for a background of size (100x100 elements). 
Also, the number of computation steps required for a 
background of size (500x500 elements) is much less than 
that needed for a background of size (1000x1000 
elements). As a result, for example, if a background of size 
(100x100 elements) is decomposed into 4 sub-
backgrounds of size (50x50 elements) and each sub-
background is processed separately, then a speed up factor 
for the painting process can be achieved. The number of 
computation steps required by this faster cross correlation 
to process a background after decomposition can be 
calculated as follows: 
1. Assume that the size of the background is (NxN 
elements). 
2. Such background is decomposed into α (LxL elements) 
sub-backgrounds. So, α can be computed as: 

α=(N/L)2                 (14) 

3. Assume that, the number of computation steps required 
for processing one (LxL elements) sub-background is β. 
So, the total number of computation steps (T) required for 
processing these sub-backgrounds resulting after the 
decomposition process is: 
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T = α β               (15) 

The speed up ratio in this case (ηd) can be computed as 
follows: 

Δ2
sN)2n-2

sαq(8N)2
sN2log2
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where, 
Ns: is the size of each small sub-background. 
Δ: is a small number of computation steps required to 
obtain the results at the boundaries between sub-
backgrounds and depends on the size of the sub-
background. 
 
To paint an area of size 20x20 elements in a background of 
any size by using faster cross correlation after background 
decomposition into sub-backgrounds, the optimal size of 
these sub-backgrounds must be computed. From Table 5, 
we may conclude that, the most suitable size for the sub-
background which requires the smallest number of 
computation steps is 25x25 elements. Also, the fastest 
speed up ratio can be achieved by using this sub-
background size (25x25) as shown in Figure 1. It is clear 
that the speed up ratio is reduced when the size of the sub-
background (L) is increased. A comparison between the 
speed up ratio for fast cross correlation and faster cross 
correlation after background decomposition with different 
sizes of the backgrounds is listed in Tables 6 and 7. It is 
clear that the speed up ratio is increased with the size of 
the background when using faster cross correlation and 
background decomposition. This is in contrast to using 
only fast cross correlation. As shown in Figure 2, the 
number of computation steps required by faster cross 
correlation is increased rapidly with the size of the 
background. Therefore the speed up ratio is decreased with 
the size of the background. While in case of using faster 
cross correlation and background decomposition, the 
number of computation steps required by faster cross 
correlation is increased smoothly. Thus, the linearity of the 
computation steps required by faster cross correlation in 
this case is better. As a result, the speed up ratio is 
increased. Increasing the speed up ratio with the size of the 
background is considered an important achievement. 
Furthermore, for very large size matrices, while the speed 
up ratio for fast cross correlation is decreased, the speed up 
ratio still increase in case of using faster cross correlation 
and matrix decomposition. Moreover, as shown in Figure 
3, the speed up ratio in case of faster cross correlation and 
background decomposition is increased with the size of the 
applied mask. For example, it is clear that the speed up 
ratio is for a mask of size 30x30 is larger than that of size 

20x20. Simulation results for the speed up ratio in case of 
using faster cross correlation and background 
decomposition is listed in Table 8. It is clear that 
simulation results confirm the theoretical computations 
and the practical speed up ratio after background 
decomposition is faster than using only faster cross 
correlation. In addition, the practical speed up ratio is 
increased with the size of the background. 
Also, to process small in size masks such as 5x5 or 10x10 
using only fast cross correlation, the speed ratio becomes 
less than one as shown in Table 9. On the other hand, from 
the same table, it is clear that using fast cross correlation 
and background decomposition, the speed up ratio 
becomes higher than one and increased with the 
dimensions of the background. The dimensions of the new 
sub-background after background decomposition (L) must 
not be less than the dimensions of the colored mask. 
Therefore, the following equation controls the relation 
between the length of the sub-background and the mask 
size in order not to loss any information in the background. 
 

nL ≥              (17) 
 
For example, in a mask of size 5x5, the background must 
be decomposed into sub-backgrounds of size not less than 
5x5.  
 
To further reduce the running time as well as increase the 
speed up ratio of the painting process, a parallel processing 
technique is used. Each sub-background is processed using 
a faster cross correlation simulated on a single processor or 
a separated node in a clustered system. The number of 
operations (ω) performed by each processor / node (sub-
backgrounds processed by one processor/node) =  

nodes/ProcessorsofNumber
imagessubofnumbertotalThe

ω
−

=        (18) 

Pr
αω =                (19) 

where, Pr is the number of processors or nodes. 
The total number of computation steps (γ) required to 
process a single background by using this approach can be 
calculated as: 

 γ=ωβ                 (20) 

By using this algorithm, the speed up ratio in this case 
(ηdp) can be computed as follows: 

)/pr)sN)2n-2
sαq(8N)2

sN2log2
sα)(5N1)ceil(((q(α

21)n1)(N2q(2n

dpη

++++
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where, ceil(x) is a MATLAB function rounds the elements 
of x to the nearest integers towards infinity. 
 
As shown in Table 10, using a symmetric multiprocessing 
system with 16 parallel processors or 16 nodes in either a 
massively parallel processing system or a clustered system, 
the speed up ratio (with respect to conventional cross 
correlation) for automatic painting is increased. A further 
reduction in the computation steps can be obtained by 
dividing each sub-background   into groups. For each 
group, the dot product operation (multiplication by masks 
and summation) is performed for each group by using a 
single processor. This operation is done for all of these 
groups as well as other groups in all of the 
sub-backgrounds at the same time. The best case is 
achieved when each group consists of only one element. In 
this case, one operation is needed for multiplication of this 
element by its corresponding element in the mask matrix 
and also a small number of operations (ε) is required to 
obtain the over all summation for each sub-background. If 
the sub-background has n2 elements, then the required 
number of processors will be n2. As a result, the number of 
computation steps will be αq(1+ε), where ε is a small 
number depending on the value of n. For example, when 
n=20, then ε=6 and if n=25, then ε=7. The speed up ratio 
can be calculated as: 

η=(2n2-1)(N-n+1)2/α(1+ε)        (22)  

Moreover, if the number of processors = αn2, then the 
number of computation steps will be q(1+ε), and the speed 
up ratio becomes: 

η=(2n2-1)(N-n+1)2/ (1+ε)         (23)  

Furthermore, if the number of processors = qαn2, then the 
number of computation steps will be (1+ε), and the speed 
up ratio can be calculated as: 

η=q(2n2-1)(N-n+1)2/ (1+ε)         (24)  

In this case, as the length of each group is very small, then 
there is no need to apply cross correlation between the 
background and the colored masks in frequency domain.  
 
4. Conclusion 
A new technique for high speed painting has been 
presented. It has been proved mathematically and 
practically that the speed of the painting process becomes 
faster than using conventional cross correlation. This has 
been accomplished by applying cross correlation in the 
frequency domain between the background and the colored 
masks. A new general formula for fast cross correlation as 
well as the speed up ratio has been given. Furthermore, a 
faster cross correlation approach for automatic painting 
has been introduced. Such approach has decomposed the 
background into many small in size sub-backgrounds. 

Simulation results have shown that, by using faster cross 
correlation and background decomposition, the speed up 
ratio of the painting process has been increased with the 
size of the background. In addition, large values of speed 
up ratio for the painting process have been achieved by 
using a parallel processing technique. Moreover, this 
algorithm can be used for generating new colors 
automatically as a result from the cross correlation 
operation. 
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Fig. 1. The speed up ratio for different in size backgrounds decomposed into different in size sub-backgrounds (L). 
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Fig. 2. A comparison between the number of computation steps required by fast cross correlation before and after background decomposition. 
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Fig. 3. The speed up ratio in case of background decomposition and different window size (n), (L=25x25). 
 
 
 
 
 

Table 1: The theoretical speed up ratio for backgrounds with different sizes. 

Background size Speed up ratio (n=20) Speed up ratio (n=25) Speed up ratio (n=30) 

100x100 3.67 5.04 6.34 
200x200 4.01 5.92 8.05 
300x300 4.00 6.03 8.37 
400x400 3.95 6.01 8.42 
500x500 3.89 5.95 8.39 
600x600 3.83 5.88 8.33 
700x700 3.78 5.82 8.26 
800x800 3.73 5.76 8.19 
900x900 3.69 5.70 8.12 

1000x1000 3.65 5.65 8.05 
1100x1100 3.62 5.60 7.99 
1200x1200 3.58 5.55 7.93 
1300x1300 3.55 5.51 7.93 
1400x1400 3.53 5.47 7.82 
1500x1500 3.50 5.43 7.77 
1600x1600 3.48 5.43 7.72 
1700x1700 3.45 5.37 7.68 
1800x1800 3.43 5.34 7.64 
1900x1900 3.41 5.31 7.60 
2000x2000 3.40 5.28 7.56 
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Table 2: Practical Speed up ratio for backgrounds with different sizes using MATLAB ver 5.3. 

Background size Speed up ratio (n=20) Speed up ratio (n=25) Speed up ratio (n=30) 

100x100 7.88 10.75 14.69 
200x200 6.21 9.19 13.17 
300x300 5.54 8.43 12.21 
400x400 4.78 7.45 11.41 
500x500 4.68 7.13 10.79 
600x600 4.46 6.97 10.28 
700x700 4.34 6.83 9.81 
800x800 4.27 6.68 9.60 
900x900 4.31 6.79 9.72 

1000x1000 4.19 6.59 9.46 
1100x1100 4.24 6.66 9.62 
1200x1200 4.20 6.62 9.57 
1300x1300 4.17 6.57 9.53 
1400x1400 4.13 6.53 9.49 
1500x1500 4.10 6.49 9.45 
1600x1600 4.07 6.45 9.41 
1700x1700 4.03 6.41 9.37 
1800x1800 4.00 6.38 9.32 
1900x1900 3.97 6.35 9.28 
2000x2000 3.94 6.31 9.25 

 
 

 

Table 3: The theoretical speed up ratio for the general fast cross correlation algorithm used in painting and automatic color generation. 

Background size Speed up ratio (n=20) Speed up ratio (n=25) Speed up ratio (n=30) 

100x100 5.39 8.36 11.95 
200x200 4.81 7.49 10.75 
300x300 4.51 7.03 10.16 
400x400 4.32 6.73 9.68 
500x500 4.18 6.52 9.37 
600x600 4.07 6.35 9.13 
700x700 3.99 6.21 8.94 
800x800 3.91 6.10 8.77 
900x900 3.84 6.00 8.63 

1000x1000 3.78 5.91 8.51 
1100x1100 3.74 5.85 8.4 3 
1200x1200 3. 70 5.78 8.3 3 
1300x1300 3.6 6 5.72 8.2 4 
1400x1400 3.62 5.66 8.1 6 
1500x1500 3.59 5.61 8.08
1600x1600 3.56 5.5 7 8.0 2 
1700x1700 3.53 5.52 7.95
1800x1800 3.5 1 5.48 7.89
1900x1900 3.48 5.44 7.8 4 
2000x2000 3.45 5.40 7.79 
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Table 4:  Simulation results of the speed up ratio for the general fast cross correlation compared with the MATLAB cross correlation function (xcorr2). 

Background size Speed up ratio (n=20) Speed up ratio (n=25) Speed up ratio (n=30) 

100x100 10.14  13.05   16.49  
200x200 9.17  11.92  14.33   
300x300 8.25  10.83  13.41  
400x400 7.91  9.62  12.65  
500x500 6.77  9.24  11.77  
600x600 6.46  8.89  11.19  
700x700 5.99  8.47  10.96  
800x800 5.48  8.74  10.32  
900x900 5.31  8.43  10.66  

1000x1000 5.91  8.66  10.51  
1100x1100 5.77 8.61 10.46 
1200x1200 5.68 8.56 10.40 
1300x1300 5.62 8.52 10.35 
1400x1400 5.58 8.47 10.31 
1500x1500 5.54 8.43 10.26 
1600x1600 5.50 8.39 10.22 
1700x1700 5.46 8.33 10.18 
1800x1800 5.42 8.28 10.14 
1900x1900 5.38 8.24 10.10 
2000x2000 5.34 8.20 10.06 

 

 

Table 5: The number of computation steps required by fast cross correlation for backgrounds of sizes (25x25 - 550x550 elements), q=30, n=20. 

Background size No. of computation steps in case of using 
fast cross correlation 

Background size No. of computation steps in case of using 
fast cross correlation 

25x25 1.9085e+006 1050x1050 7.0142e+009 
50x50 9.1949e+006 1100x1100 7.7476e+009 

100x100 4.2916e+007 1150x1150 8.5197e+009 
150x150 1.0460e+008 1200x1200 9.3306e+009 
200x200 1.9610e+008 1250x1250 1.0180e+010 
250x250 3.1868e+008 1300x1300 1.1070e+010 
300x300 4.7335e+008 1350x1350 1.1998e+010 
350x350 6.6091e+008 1400x1400 1.2966e+010 
400x400 8.8203e+008 1450x1450 1.3973e+010 
450x450 1.1373e+009 1500x1500 1.5021e+010 
500x500 1.4273e+009 1550x1550 1.6108e+010 
550x550 1.7524e+009 1600x1600 1.7236e+010 
600x600 2.1130e+009 1650x1650 1.8404e+010 
650x650 2.5096e+009 1700x1700 1.9612e+010 
700x700 2.9426e+009 1750x1750 2.0861e+010 
750x750 3.4121e+009 1800x1800 2.2150e+010 
800x800 3.9186e+009 1850x1850 2.3480e+010 
850x850 4.4622e+009 1900x1900 2.4851e+010 
900x900 5.0434e+009 1950x1950 2.6263e+010 
950x950 5.6623e+009 2000x2000 2.7716e+010 

1000x1000 6.3191e+009 2050x2050 2.9211e+010 
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Table 6: The speed up ratio in case of using fast cross correlation and faster cross correlation after background decomposition into sub-backgrounds 
(25x25 elements) for backgrounds of different sizes (from N=100 to N=1000, n=25, q=30). 

Background 
size 

Speed up ratio in case of using fast 
cross correlation 

Speed up ratio in case of using faster cross correlation 
after background decomposition 

50x50 2.7568 4.5871 
100x100 5.0439 8.9997 
150x150 5.6873 10.7600 
200x200 5.9190 11.6707 
250x250 6.0055 12.2228 
300x300 6.0301 12.5923 
350x350 6.0254 12.8565 
400x400 6.0059 13.0547 
450x450 5.9790 13.2088 
500x500 5.9483 13.3320 
550x550 5.9160 13.4328 
600x600 5.8833 13.5168 
650x650 5.8509 13.5878 
700x700 5.8191 13.6487 
750x750 5.7881 13.7014 
800x800 5.7581 13.7475 
850x850 5.7292 13.7881 
900x900 5.7013 13.8243 
950x950 5.6744 13.8566 

1000x1000 5.6484 13.8857 

 

Table 7: The speed up ratio in case of using fast cross correlation and faster cross correlation after background decomposition into sub-backgrounds 
(25x25 elements) for backgrounds of different sizes (from N=1050 to N=2000, n=25, q=30). 

Background 
size 

Speed up ratio in case of using 
(FNN) 

Speed up ratio in case of using FNN after 
background decomposition 

1050x1050 5.6234 13.9120 
1100x1100 5.5994 13.9359 
1150x1150 5.5762 13.9577 
1200x1200 5.5538 13.9777 
1250x1250 5.5322 13.9961 
1300x1300 5.5113 14.0131 
1350x1350 5.4912 14.0288 
1400x1400 5.4717 14.0434 
1450x1450 5.4528 14.0570 
1500x1500 5.4345 14.0696 
1550x1550 5.4168 14.0815 
1600x1600 5.3996 14.0926 
1650x1650 5.3830 14.1030 
1700x1700 5.3668 14.1129 
1750x1750 5.3511 14.1221 
1800x1800 5.3358 14.1309 
1850x1850 5.3209 14.1391 
1900x1900 5.3064 14.1470 
1950x1950 5.2923 14.1544 
2000x2000 5.2786 14.1615 
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Table 8: The practical speed up ratio in case of using fast cross correlation and faster cross correlation after background decomposition into 
sub-backgrounds (25x25 elements) for backgrounds of different sizes (from N=100 to N=1000, n=25, q=30). 

Background size Speed up ratio in case of using fast cross 
correlation 

Speed up ratio in case of using faster cross correlation after 
background decomposition 

100x100 10.75 34.55  
200x200 9.19 35.65   
300x300 8.43 36.73  
400x400 7.45 37.70  
500x500 7.13 38.66  
600x600 6.97 39.61  
700x700 6.83 40.56  
800x800 6.68 41.47  
900x900 6.79 42.39  

1000x1000 6.59 43.28  

Table 9: The speed up ratio in case of using cross correlation and faster cross correlation after background decomposition into sub-backgrounds (5x5 
elements) for backgrounds of different sizes (from N=100 to N=1000, n=25, q=30). 

Background 
size 

Speed up ratio in case of using fast cross 
correlation 

Speed up ratio in case of using faster cross correlation 
after background decomposition 

100x100 0.3141 1.4543 
200x200 0.2872 1.5177 
300x300 0.2716 1.5388 
400x400 0.2610 1.5493 
500x500 0.2531 1.5557 
600x600 0.2469 1.5599 
700x700 0.2418 1.5629 
800x800 0.2375 1.5652 
900x900 0.2339 1.5669 

1000x1000 0.2306 1.5683 

Table 10: The speed up ratio in case of using fast cross correlation after background decomposition into sub-backgrounds (25x25 elements) for 
backgrounds of different sizes (from N=50 to N=1000, n=25, q=30) using 16 parallel processors or 16 nodes. 

Background size Speed up ratio  
50x50 73.3934 

100x100   143.9953 
150x150 172.1592 
200x200 186.7311 
250x250 195.5652 
300x300 201.4760 
350x350 205.7032 
400x400 208.8745 
450x450 211.3405 
500x500 213.3126 
550x550 214.9255 
600x600 216.2689 
650x650 217.4051 
700x700 218.3786 
750x750 219.2219 
800x800 219.9596 
850x850 220.6102 
900x900 221.1883 
950x950 221.7054 

1000x1000 222.1707 
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