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Summary 
In this paper we propose a search method for finding a simple 
Nash Equilibrium in a 2-player game and execute it on 24 classes 
of games. The result shows that our algorithm performs better 
than the classical Lemke-Howson algorithm. 
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Introduction 

Non-cooperative game theory has been tightly combined 
with Computational Methods, in which the Nash 
Equilibrium (NE) is undoubtedly the most important 
solution concept. 
While players face several Nash Equilibriums, their most 
pragmatic strategy may not be the most optimal one[1], but 
one they prefer for other reasons. Players may choose a 
sub-optimal strategy instead of a more optimal but more 
complex one which might be difficult to learn or to 
implement. In one word, players prefer strategies as 
simple as possible. 
The problem is whether there exists a simple NE in a 2-
player game, and if so, how to find it. To solve this 
problem, this paper proposes a search method. Comparing 
with finding a NE, it is much easier to compute whether a 
NE exists in a special support for each player. Based on 
this, our algorithm repeats checking the existence of NE in 
a limited and ordered support space until a NE is found. 
There are 3 important steps in our algorithm: first limiting 
the search space; second ordering the search space; lastly, 
checking in turn (according to the order) whether there 
exists a NE with this support for each player. 
We are not the first ones who search support space to find 
a NE. Dickhaut and Kaplan[2] proposed an algorithm to 
find all Nash Equlibria. Porter, Nudelman and Shoham[3] 
designed an algorithm to find a sample NE. However, the 
innovation in this paper is on pruning the search space. 
Our pruning rules are (1) no conditionally dominant 
strategies in any NE, (2) there exists such a NE whose 
support is less than k+1 (k is the rank of corresponding 
payoff matrix). These rules ensure that our search space is 
smaller than that of [3], but the disadvantage is that ranks 
of payoff matrixes must be computed. 

The rest of this paper is structured as follows: first we 
formulate the problem and give the relevant definitions, 
and then we describe the algorithm. After that, we 
compare the execution of our algorithm and the Lemke-
Howson algorithm[4]. In the final section, we conclude our 
work. 

2. Notations and Definitions 

The necessary notations and definitions are shown in this 
section.  
The set of players is noted as N ＝{1，2}. 
The sets of pure strategies of player 1 and 2 are noted as 
S1 = {s11, s12, …, s1m} and   S2 = {s21, s22, …, s2n}. 
The payoff matrixes of player 1 and 2 are noted as (U1)m×n 
and (U2)n×m respectively. 
Definition 1. The ith row of matrix Um×n is conditionally 
dominant, if mj ≤≤∃1 , },...,1{ nk ∈∀ , s.t. u i k ≤ u j k 
and mt ≤≤∃1 , s.t. u i t < u j t . 
S1

’ = {s1i 1S∈  |  the ith row of matrix U1 is conditionally 
dominant } 
S2

’ = {s2i 2S∈ |  the ith row of matrix U2 is conditionally 
dominant } 
The strategies in S1

’ and S2
’ are called conditionally 

dominant strategies. 
Definition 2. A mixed strategy for a player is a probability 
distribution over the set of his pure strategies and will be 
represented by a vector x=(x1, x2, ...xm), where 

∑
=

=≥
m

i
ii xandx

1
1  0 . Here xi is the probability that the 

player will choose his ith pure strategy. The support of x 
(Supp(x)) is the set of pure strategies that it uses. 
Definition 3. A profile of mixed strategies (p, q) for a 2-
player game is balanced, if |Supp(p)|＝|Supp(q)|. 
Theorem 1 ： For any Nash Equilibrium ( *x , *y ), 

Supp( *x )∩S1
’ = Φ， Supp ( *y )∩S2

’ =Φ . 
Proof. Using proof by contradiction. 
Theorem 2: (U1)m×n, (U2)n×m are payoff matrixes 
respectively for player 1 and 2 in a 2-player game. 
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rank(U1)≤k ， rank(U2)≤d. ∃  a NE (x, y), s.t. 
|Support(x)|≤k＋1，|Support(y)|≤d＋1. 
Proof. See [5]. 

3. Algorithm 

The following is a feasible program for finding a NE in a 
special support for each player, where U1 and U2 
correspond payoff matrixes of 2 players, and tS1 , tS2  
correspond the special support for each player. 
Vectors nm RpRp ∈∈ 21 ,  correspond Nash Equilibrium 

(if they exist), and 0≥ic  are real numbers.  
nm RpRp ∈∈ −− 21 ,  are vectors satisfying constraints 1, 

2 and 4. 
Feasibility Program 1 
Input: (U1)m×n, (U2)n×m, tS1 , tS2 . 

Output: ii cp   , , 2  ,1=i  s.t. 

Constraints: 2 ,1 =∀ i  

1） ∑
∈
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4） i
T

i cpUp ii ≤⋅⋅
⋅−⋅− + 2)1(1)1( 1  

See [6] for solving feasible program 1. 
Definition 4. Suppose that x and y are positive integers. 
G={1,2,…,x}×{1,2,…,y} ， Gyxyx ∈),(),,( 2211 . The 
simple and balanced order (G, ≤）is defined as follows: 

),(),( 2211 yxyx ≤  if and only if one of following 
conditions are satisfied: 
（1） |||| 2211 yxyx −<−  

（2） 1 1 2 2| | | |  x y x y− = − and  

1 1 2 2min{ , } min{ , }x y x y≤  
The following algorithm is for finding a simple NE in a 2-
player game.  
Search space of algorithm 1: according to theorem 1, there 
are no conditionally dominant strategies in any Nash 
Equilibrium; according to theorem 2, there exists a Nash 
Equilibrium whose support of mixed strategies is less than 

k+1 (k is the rank of corresponding payoff matrix). The 
search space is based on these two theorems.  
Algorithm 1 
// computing a NE in a 2-player game, 1 and 2 are players 
Input: S1and S2 (sets of pure strategies), (U1)m×n and 
(U2)n×m (payoff matrixes) 
S1

’ ←{s1i 1S∈  |  the ith row of matrix U1 is conditionally 
dominant }  
S2

’ ← {s2i 2S∈  | the ith row of matrix U2 is conditionally 
dominant} 
SA ←S1－S1

’, SB ←S2－S2
’ 

k ← rank(U1), d ← rank(U2) 
x ← min {k＋1，|SA|} 
y ← min {d＋1，|SB|}  
FOR all (x’,y’) where },...,2,1{'},,...,2,1{' yyxx ∈∈ , 
and ( }),...,2,1{},...,2,1({ yx × ,≤) is a simple and 
balanced order 

FOR all S1
t ⊆ SA，s.t. | S1

t | = x’   DO 
     FOR all S2

t ⊆ SB，s.t. | S2
t | = y’   DO 

            IF ∃ (p, c), which satisfies feasible program 
1 for (S1

t, S2
t) THEN 

                              RETURN p   // p is the found 
equilibrium 

4. Assessment (Evaluation) 

Several comparisons were committed between the 
performance of algorithm 1 and that of the Lemke-
Howson algorithm implemented in Gambit[7] to assess our 
algorithm.  
We follow the idea of [3] and use GAMUT (GAMUT can 
generate games from a wide variety of classes of games 
found in the literature) to generate 24 different classes of 
games. Both algorithms are executed on 100 2-player 300-
action games drawn from each class (i.e. 2400 games as 
sample games). The comparisons are made on median 
runtimes; percentage of samples solved, and average 
runtime. It has been shown that both the median runtime 
and the conditional average runtime of algorithm 1 are 
much shorter than that of Lemke-Howson on all the 24 
classes. Furthermore, our algorithm finds Nash 
Equilibrium in more sample games on several distributions, 
and only the solving percentage on distribution 6 is a little 
lower than Lemke-Howson. 

5. Conclusions 

In this paper, we present a search method for finding a 
simple Nash Equilibrium in a 2-player game. We analyze 
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the payoff matrix of each player to prune the support space, 
and order the support space to ensure the simple and 
balanced NE can be found as fast as possible. After testing 
our algorithm on 24 classes of games and comparing it 
with the classical Lemke-Howson algorithm, the results 
show our algorithm performs better. 
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