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Summary 
One of the key problem for Wireless Sensor Network (WSN) is 
the design of  Medium Access Control(MAC) protocol, which 
medium access is the major consumer of sensor energy. TDMA-
based MAC protocol is inherently collision free, and can rule out 
idle listening since nodes know when to transmit.  Cluster-based 
TDMA protocol is more scalable than traditional TDMA 
protocol, but it introduces inter-cluster interference for which 
FDMA and CDMA are not good solutions due to their hardware 
complexity and high cost. In this paper, we present TLTS, a Two 
Lever TDMA Scheduling protocol, in which the first scheduling 
ensures that neighboring clusters collecting their member’s data 
during different frames in order to avoid inter-cluster 
interference and the second scheduling schedules members of 
cluster sending their data to their respectively cluster heads 
during different slots to avoid intra-cluster interference. 
Simulation results show that TLTS performs better than HEED 
when node density turns higher. TLTS is more practical than 
HEED which uses CDMA code to avoid inter-cluster 
interference for deploying large scale WSN. 
Key words: 
wireless sensor networks; media access control ; TDMA; energy 
efficiency; Intra-cluster coverage 

Introduction 

Recent advances in wireless communications and 
microelectro-mechanical systems have motivated the 
development of extremely small, low-cost sensors that 
possess sensing, signal processing and wireless 
communication capabilities. Hundreds and thousands of 
these inexpensive sensors work together to build a 
wireless sensor network (WSN), which can be used to 
collect useful information (i.e. temperature, humidity) 
from a variety of environment. The collected data must be 
transmitted to remote base station (BS) for further 
processing. WSNs have been envisioned to have a wide 
range of applications in both military as well as civilian 
domains [1]-[3] such as battlefield surveillance, machine 
failure diagnosis, and chemical detection. 
 The main constraint of sensor nodes is their low finite 
battery energy, which limits the lifetime and the quality of 
the network. Since sensor nodes are often left unattended 
e.g., in hostile environments, which make it difficult or 
impossible to recharge or replace their batteries, the 

protocols running on sensor networks must consume 
energy efficiently in order to achieve a longer network 
lifetime. There have been a lot of energy efficient 
protocols proposed for WSNs [4]-[7], aiming to maximize 
the lifetime of the system under different circumstances. 
 Like other shared-medium networks, medium access 
control (MAC) is also one of the most important key 
techniques that ensure the successful operation of WSN. A 
MAC protocol decides when competing nodes may access 
the shared medium and tries to ensure that no two nodes 
are interfering with each other’s transmissions. So, 
medium access is a major consumer of sensor energy and 
a lot of MAC protocols for WSNs have been studied in 
recent years [9]-[22]. MAC protocols could be categorized 
into two classes: schedule-based (TDMA, FDMA) and 
contention-based (802.11, S-MAC [4]). TDMA is an 
important schedule-based approach that controls the 
access to a single channel. TDMA provides collision-free 
transmission since a set of time slots are prearranged. An 
efficient TDMA schedule can save energy by allowing 
nodes to turn on the radio only during the scheduled 
transmission times of their neighbors, without wasting 
energy due to idle listening and collision, which are the 
two major sources of energy wastage [4]. For the 
inherently property of energy conserving, TDMA 
protocols have been recently attracted significant attention 
for many applications [9]-[15]. 
 In this paper, we present TLTS, a cluster-based Two 
Level TDMA Scheduling protocol for large-scale wireless 
sensor network in which sensor nodes operate only on 
single frequency radio. TLTS aims to improve energy 
utilization efficiency by avoiding inter-cluster and intra-
cluster transmission interference with two TDMA 
schedules. Simulation results show that TLTS has better 
performance. 
 The rest of the paper is organized as follows. Section 2 
reviews the related work. Section 3 states the problem and 
presents system model. Section 4 describes our TLTS 
protocol in detail. Section 5 discusses the simulation 
results. Finally, Section 6 concludes the paper and presents 
future research directions. 



IJCSNS International Journal of Computer Science and Network Security, VOL.6 No.2B, February 2006 
 

 

78 

2. Related work 

The major attractions of TDMA protocol are that it is 
inherently collision free and that idle listening can be ruled 
out since nodes know when to receive incoming data. 
Stankovic et al. discuss TDMA protocols in detail [24]. 
Earlier TDMA protocols are mostly centralized and access 
point knows global location information, which is poorly 
scalable. However, allocating time slots using distributed 
algorithm proves to be NP-hard [25]. 
 The Self Stabilizing (SS-TDMA) protocol [10] uses a 
fixed schedule throughout the lifetime of the network. It 
operates on regular topologies like square and hexagonal 
grids. Nodes know their location and collision free 
schedule can be made according the location information. 
Author show that SS-TDMA can result in acceptable 
performance, but their constraints on the location of the 
nodes renders it impractical in many deployment scenarios. 
 TRAMA protocol [14] proposed by Rajendran et al. is 
to replicate the scheduling process over all nodes within 
the network. Nodes regularly broadcast information about 
traffic flows routed through them and the identities of their 
one-hop neighbors. This information is sufficient to 
determine a collision-free slot assignment by means of a 
distributed hash function that computes the winner of each 
slot based on the node identities and slot number. 
Although TRAMA achieves high channel utilization, it 
does so at the expense of considerable latency and high 
algorithmic complexity. 
 The approach taken by van Hoesel et al. in the LMAC 
protocol [15] is to assign nodes an unused slot number 
within a two-hop neighborhood to ensure collision-free 
transmission. Nodes organize time into slots, grouped into 
fixed-length frame. A slot consists of a traffic control 
section (12 bytes) and a fixed-length data section. When a 
node wants to send packet, it broadcasts a message in the 
control section containing the destination and length until 
its time slot comes around, and then immediately transmits 
the data. Nodes listening to the control header turn off 
their radio during the data part if they are not a receiver of 
the message. During each frame, message is just 
forwarded one hop toward the gateway until it reaches 
gateway. The drawback of LMAC is that nodes must 
always listen to the control sections of all slots in a frame 
even if slots are unused. In addition, LMAC is not suitable 
for large-scale network for that in large-scale network, the 
number of nodes’ two-hop neighbors is too much which 
cause schedule collision. 
 Cluster-based TDMA protocols in [26]-[28] prove to be 
having good scalability. The common feature of these 
protocols is to partition the network into some clusters, in 
which cluster heads are responsible for scheduling their 
members. In LEACH [26], cluster heads broadcast a 

TDMA schedule packet within their cluster after 
clustering. Cluster members send the monitored data to 
their cluster heads that forward the data to the remote base 
station. HEED [27] is similar to LEACH in their TDMA 
scheduling. But cluster heads communicate with the base 
station in multi-hop way after they collect data from their 
members. Both LEACH and HEED operate on round and 
cluster heads are selected periodically. However, cluster-
based TDMA protocols introduce inter-cluster 
transmission interference. Because clusters created by 
distributed clustering algorithm are often overlapped and 
several cluster heads may cover the same nodes. As shown 
in Fig. 1, shadowed node C is member of cluster head A 
and is also covered by cluster head B. While node D sends 
data to B, if node C transmits to A simultaneously, the 
reception of B will be interfered with the signal from C. 
And the packet sent by D is corrupted and energy 
dissipated for transmitting and receiving is consumed 
unnecessarily. 

A B

C

D
 

Fig. 1. Inter-cluster interference 
 
 From the discussion above, each TDMA protocol has its 
respective limitations. SS-TDMA operates on regular 
deployment and needs the nodes’ location; TRAMA 
produces more protocol overhead for its high algorithmic 
complexity; LMAC requires the support of gateway node 
and has poorer scalability; Cluster-based TDMA protocols 
cause inter-cluster interference, thus transmission collision 
happens. Our TLTS protocol is a cluster-based TDMA 
protocol. The main idea of TLTS is that neighbouring 
cluster heads collect their member’s data during different 
TDMA frame to avoid inter-cluster interference. As in Fig. 
1, cluster head A gathers the data during the first TDMA 
frame and cluster head B collects the data during the 
second TDMA frame, avoiding the transmission collision 
that appears when A and B gather the data at the same 
time. 

3. Problem statement and system model 

3.1 Problem statement 
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Inter-cluster interference must be addressed for cluster-
based TDMA protocol. The approach taken by Sonia et al. 
[26] is the combination of TDMA and FDMA. Cluster 
members send their data to cluster heads according to 
TDMA schedule and neighboring clusters use different 
frequency (FDMA) to transmit so as to avoid inter-cluster 
interference. LEACH and HEED then exploits Direct 
Sequence Spread Spectrum (DS-SS) code, a CDMA-like 
scheme, to avoid inter-cluster interference. Each cluster 
uses different weak-correlated spread spectrum code. 
Cluster heads can filter the code belongs to other clusters 
among multiple received signals and decode the signal 
sent from their members. 
 However, FDMA is not applicable in the context of 
sensor network since sensor nodes are often restricted to 
transmit only on one frequency once the frequency is set 
before deployment. For instance, MICA motes of UCB 
[30], the most popular sensor nodes equipped with one 
radio, operate on a fixed frequency during the lifetime of 
network. CDMA requires expensive operations for 
encoding or decoding a message and is not preferred for 
sensor network that lack the special hardware required for 
CDMA and that have limited computing power. Either 
FDMA or CDMA needs to extend the function of sensor’s 
hardware, which complicates the hardware design and 
increases node’s hardware costs. The increase of hardware 
cost is undoubtedly uneconomical especially for large-
scale wireless sensor network. Therefore, the problem is 
how to avoid inter-cluster interference and improve energy 
utilization efficiency with a reasonable TDMA schedule in 
a large-scale wireless sensor network in which nodes 
operates only on a single frequency. 

3.2 Network model 

Assume that N nodes are dispersed in a square M×M field 
randomly, and the follow assumptions hold: 

1) Node synchronization is available which is 
necessary for TDMA based protocols. 

2) The only base station sits at a fixed location outside 
the field. 

3) All nodes have same capabilities. 
Nodes are left unattended after deployment and nodes are 
stationary. 

3.3 Wireless radio model 

We use the same radio model as HEED [27] for the radio 
hardware energy dissipation where the transmitter 
dissipates energy to run the radio electronics and the 
power amplifier, and the receiver dissipates energy to run 
the radio electronics. To transmit a k-bit message a 
distance d, the radio expends energy as (1). 

0

0
4

2

,**
,**

dd
dd

dekEk
dekEk

E
ampelec

fselec
Tx ≥

<

⎪⎩

⎪
⎨
⎧

+
+

=                 (1) 

To receive this message, the radio expends energy as (2): 

elecRx EkE *=           (2) 

Eelec, the electronics energy, depends on factors such as the 
digital coding, modulation, and filtering of the signal 
before it is sent to the transmit amplifier. And the 
amplifier energy, efsd2 or eampd4, depends on the distance 
to the receiver. 

4. TLTS protocol design 

TLTS is a cluster-based TDMA scheduling protocol that is 
orthogonal to cluster-based protocols such as LEACH and 
HEED. We use HEED protocol to group clusters and 
gather data. As shown in Fig. 2, a round in HEED includes 
two phases: cluster formation and data gathering. After 
clustering, cluster heads broadcast a simple TDMA 
schedule to tell their members when to send their data, 
then following K TDMA frame. Cluster heads gather 
member’s data in a TDMA frame that called a data cycle 
that means all member nodes send their sensing data to 
their cluster heads, thus a round includes K data cycle. 

Clustering

Tcl usteri ng

TDMA 
Schedule

TDMA 
Frame #1

TDMA 
Frame #2

TDMA 
Frame #k

Tdata

Tround  

Fig.2. Frame structure of HEED 

 TLTS substitutes TDMA schedule scheme of HEED 
after cluster formation as described in Fig. 3. Data 
gathering consists of a two level TDMA scheduling 
(TLTS) and K super-frames. A super-frame corresponding 
to a data cycle in HEED and consists of Nf frames, which 
each frame comprises m time slots. The goal of TLTS is to 
assign different frame to neighbouring clusters so as to 
avoid inter-cluster interference and to allocate slots to 
cluster members to avoid collision within clusters. TLTS 
consists of two phases: inter-cluster TDMA schedule and 
intra-cluster TDMA schedule. 

1

Tsl ot

2

Frame #NfFrame #1 Frame #2Inter-cluster schedule Intra-cluster schedule

TFA TSA
TFRAME

TLTS

Tdata

Super  f rame1 Super  f rame2 Super  f rame K

m

Fig. 3. Frame structure of TLTS 



IJCSNS International Journal of Computer Science and Network Security, VOL.6 No.2B, February 2006 
 

 

80 

4.1 Inter-cluster TDMA schedule 

Inter-cluster TDMA schedule assigns different frames to 
neighboring clusters so that neighboring cluster heads 
could gather their members’ data during different time 
which avoids the inter-cluster interference. Frame 
assignment is analogous to coloring problem in graph 
theory [31] and frequency allocation in cellular 
communication [26]. Define frame assignment problem as 
follows: 
 Given a connected graph ),( EVG = ,V is set of cluster 
heads， },|),{( VvuvuE ∈= ，edge (u，v) means u is 
adjacent to v. If Evu ∈∀ ),( ，then #.#. framevframeu ≠
。 
 FA (Frame Assignment) algorithm is described in Fig. 5. 
Each cluster head maintains CHnb, a set of its one-hop 
neighbouring cluster heads. ni is the number of cluster 
heads that haven’t been assigned frame and t should be 
long enough to receive messages from neighbours. In step 
i, a cluster head (CH) broadcasts a RESERVATION 
message with probability 1/ ni+1 and becomes competing 
CH (line 5~10). RESERVATION message includes the 
CH’s ID and an unused frame number (frame #). After 
time t, if it doesn’t receive any other RESERVATION 
message, meaning no neighbours subscribe frame number 
in this step, it will broadcast a CONFIRM message to 
confirm its reservation (line 17~20). After receiving this 
CONFIRM message, its neighbours should label the 
reserved frame number used and delete the CH from its 
CHnb (line 23). If it receives other RESERVATION 
message, meaning its neighbours subscribe frame number 
at the same time, collision happens if they reserve the 
same frame number. The competing CH that has max ID 
would be the winner of that frame number and the losers 
will book the frame number in the next step until all 
cluster heads have got their frame number. 

1

4

2

3
2

3

2

3
( a ) ( b )

1

6

7

8
2

3

4

5
 

Fig. 4. Two frame assignment schemes 

 Nf influences the performance of TLTS. A large Nf 
introduces long delay and a small Nf leads to frame 
assignment collision that neighbouring cluster heads get 
same frame number. Nf =D+1 meets the requirement to 
assign different frame number to neighbouring clusters 
[31], where D is the max number of neighbouring cluster 
heads. However, Nf can be far fewer than D+1 for that 
cluster heads that are not adjacent can use the same frame 

number. Fig. 4 shows two frame assignment schemes 
(D=7). Fig. 4a assigns 8 frames to 8 neighbouring clusters. 
In fact, 4 frames is enough as shown in Fig. 4b. 

1. GotFrame = FALSE
2. REPEAT:
3. n = |CHnb|; contending = FALSE; 
4. p = 1 / (n+1)
5. IF (random (0,1) <= p)
6. my_frame# = SELECT frame# different

 from my neighbors
7. RESERVATION.ID = my_ID; 
8. RESERVATION. frame# = my_frame#
9. BROADCAST (RESERVATION) 
10. contending = TRUE

11. WAIT  t

12. IF ( contending )
13. IF (received RESERVATION)
14. IF (my_ID > RESERVATION. ID AND 

my_frame# = RESERVATION. frame#)
15. contending = FALSE
16. ELSE
17. CONFIRM. ID = my_ID ； 
18. CONFIRM.frame# = my_frame#
19. BROADCAST( CONFIRM )
20. GotFrame = TRUE

21. WAIT  t

22. IF( received CONFIRM)
23. CHnb = CHnb - CONFIRM.ID

23. UNTIL (GotFrame)

Fig.5. Frame assignment algorithm 

4.2 Intra-cluster schedule 

Intra-cluster TDMA schedule is similar to the TDMA 
schedule in HEED but with a more field of frame number 
in the schedule packet. Cluster heads just broadcasts 
TDMA schedule packet containing slot assignment 
information as in Fig. 6. The field of frame number tells 
cluster members during which frame their cluster heads 
collect the data and the field of slot tells them during 
which slot of that frame they should be active and send 
data to cluster heads. 

 

Fig. 6. Format of intra-cluster schedule packet 

 The number of cluster members decides the length of 
schedule packet. Assume N nodes are randomly deployed 
in a M×M field A. Then the average number of cluster 
members is 22 / MRN π⋅ ，where R is cluster radius. The 
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higher node density, the more cluster members and the 
longer the length of schedule packet that leads to more 
energy consumption for transmitting and receiving the 
packet. More over, the more cluster members, the longer 
frame time, which leads to longer delay. In fact, sensors 
are usually deployed densely (high up to 20nodes /m3 [2]). 
In such a high-density network with energy-constrained 
sensors, it is neither necessary nor desirable to have all 
nodes work at the same time. In [33], authors think it is 
hard to guarantee full coverage for a given randomly 
deployment area even if all sensors are on-duty and small 
sensing holes are not likely to influence the effectiveness 
of sensor networks and are acceptable for most application 
scenarios. So we introduce the idea of intra-cluster 
coverage discussed in our previous work [8]. Intra-cluster 
coverage means that only a subset of cluster members 
should be active if these nodes cover the most of sensing 
field. Based on our previous work [8], cluster heads 
randomly choose m nodes according to (3). 
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where Pcover is the expected coverage ratio of sensing field 
determined by applications, and r is sensing radius. After 
cluster heads choosing active node, they broadcast the 
schedule packet. Cluster members go to be active if they 
find their ID in the packet. Otherwise, they become to be 
asleep. For example, distributing 2000 nodes in a 200×
200m2 field, r = 12m, R = 30m, then the average number 
of cluster members is 120 or so. With intra-cluster 
coverage, if Pcover = 99% which means 99% of sensing 
field is expected to be monitored, 27 members should be 
active in each cluster. If Pcover =95%, only 16 nodes should 
be active. 
 Therefore, using intra-cluster coverage has two 
advantages. The first is to preserve energy consumption in 
each round by turning redundant nodes’ radio off so that 
network lifetime is prolonged. The second is to reduce 
TDMA schedule overhead when node density is high 
enough for that the length of schedule packet is invariable. 
In contrast, the length of schedule packet in HEED 
increases while node density goes higher. 

4.3 FA algorithm analysis 

Lemma 1: FA algorithm terminates in O (D) steps, where 
D is the max number of neighboring cluster heads. 
Proof. Assume FA algorithm terminates in L steps. At the 
beginning, a cluster head has n1 neighboring cluster heads 
to compete for frame number. After L-1 steps, n1 cluster 
heads should reserve their frame number successfully. 
Then the last cluster head gets its frame number in the last 
step. 

 In step i, ni+1 cluster heads compete for frame number. 
The probability to subscribe the frame number is 

)1/(1 += ii np ，where n1 is the number of neighbors that 
have not got frame number in the previous i-1 steps. Then 
the probability of only one cluster head reserving frame 
number successfully is  

in
iii ppP )1( −=                                            (4). 

 The number of cluster heads reserving frame number 
successfully is iii PnN ⋅+≥ )1( 。 After L-1 steps, the 
number of cluster heads reserving frame number 
successfully is 
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 Thus we have  
111 +⋅≤+⋅≤ eDenL                                          (7) 

 In the worst case, algorithm will terminate in 1+⋅ eD , 
i.e. O (D)。 

Table I. Simulation parameters 

 Parameters Value 

Monitoring Area(M×M) 200×200 m2 

Number of nodes (N) 200~2000 

Sensing radius ( r ) 12 m 

Cluster radius ( R ) 30 m 

Distance threshold (d0) 75 m 

Data packet 100 bytes 

Eelec 50nJ/bit 

fsε  10nJ/bit/m2 

ampε  0.0013pJ/bit/m4 

K 
30 

Slot assignment time(TSA) 5ms 

 
 
 
 
 

common 
parameter

s 
 
 
 
 
 
 
 
 

Clustering time(Tclustering) 300ms 

Pcover 95% 

m 16 

t 1ms 

Slot time (Tslot) 8ms 

Frame time(TFRAME) 128ms 

 
 

TLTS 

Frame assignment time(TFA) 50ms 

Slot time (Tslot) 8ms  

HEED Frame time (TFRAME) Varies with the number of 
cluster members 
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5. Performance evaluation 

5.1 Simulation parameters 

To test the performance of TLTS, we ran simulations 
using ns-2. The simulation parameters are listed in Table I. 
Data transmission rate is set to 115.2 kps, the same as that 
in TR1000 [32] transceiver equipment on MICA motes 
[30] when using ASK modulation. Then it spends 7ms or 
so transmitting 100 bytes data and Tslot is set to 8ms. The 
Pcover is set to 95% and 16 active nodes (m=16) are enough 
to ensure 95% intra-cluster coverage and frame time is m
×Tslot=128ms. To HEED, frame time is variable with the 
number of cluster members. 
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Fig. 7. The number of collided clusters vs. Nf 

5.2 Setting of Nf 

Fig. 7 plots the relationship between the number of 
clusters that have been assigned same frame number and 
Nf. The less the Nf, the more opportunity that same frame 
number is assigned to neighbouring clusters, which 
increases the number of clusters that have same frame 
number and leads to inter-cluster interference severely.  
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Fig. 8. Energy wastage due to collision vs. Nf 

 Fig. 8 shows the relationship between the energy 
wastage due to frame number collision and Nf under 
different monitoring area. The larger the area is, the more 
the number of clusters, which causes more inter-cluster 

collision and energy wastage. With the increasing of Nf, 
the probability of assigning different frame number to 
neighbouring clusters increases too. As seen from the 
figures, almost all neighbouring clusters can get different 
frame number when Nf is greater than 5. Consequently, we 
set Nf to 6 in the following simulations and the following 
results are sampled when simulation runs 1000s. 

5.3 Simulation results 

Fig. 9 shows the energy consumption for FA algorithm 
under different node density deployment. In a 200×200 
monitoring area, the energy overhead of FA algorithm is 
just about 0.012J. It is 0.03% of total energy consumption 
and could be negligible. 

Fig. 9. Energy dissipated for FA 
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Fig. 10. TDMA schedule overhead 

 Fig. 10 describes TDMA schedule overhead of two 
protocols under different node density deployment in 200
×200 monitoring area. TDMA schedule overhead is the 
energy dissipated for broadcasting TDMA schedule packet 
and receiving this packet by cluster members. For TLTS, it 
also includes the energy dissipated for frame assignment 
algorithm. The schedule overhead of HEED is much more 
than that of TLTS with the increasing of node density. For 
example, the schedule overhead of HEED is about twice 
than that of TLTS when node number is 2000. The reason 
is that the length of TDMA schedule packet of HEED 
increases with the increasing node numbers, which 
consumes more energy for broadcasting and receiving the 
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packet. However, the length of schedule packet of TLTS 
doesn’t vary with the number of nodes but with the 
parameter m, which is predefined before network setup. 
Therefore, the schedule over head of TLTS is less than 
that of HEED. 
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Fig. 11. Average packet latency 

 Fig. 11 shows the average packet latency under 
different node density deployment. The average packet 
latency means the average delay of cluster heads receive 
the data packet from their cluster members. Theoretically, 
the average packet delay of TLTS is half of a super-frame 
time that is Nf frame time and the average packet delay of 
HEED is half of a frame time. Similarly, the average delay 
of HEED increases linearly with the increasing node 
density and that of TLTS fluctuates a little e. This is 
because frame time of TLTS is 16 time slots all the time 
and frame time of HEED enlarges when the number of 
cluster members increases. When node density is low, the 
frame time of HEED is greater than the super-frame time 
of TLTS so that the average delay of HEED is less than 
that of TLTS. When node density goes higher than 
0.03nodes/m2, the average latency of HEED turns greater 
than that of TLTS because the frame time of HEED is 
larger than the super-frame time of TLTS under the high 
density deployment. 
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Fig. 12. Data cycles in 1000s 

 Fig. 12 shows the times of data cycles in 1000 
simulation seconds. Due to the smaller frame time, data 
cycles of HEED are more than that of TLTS when there 
are small node numbers. When node density increases, the 
frame time of HEED enlarges and its data cycles are less 

than TLTS’ s. Data cycles of TLTS is about 60% much 
more than that of HEED when node number is 2000. 

6. Conclusion 

In this paper, we present TLTS, a cluster-based two level 
TDMA scheduling protocol for large-scale wireless sensor 
network in which sensor nodes operates only on single 
frequency radio. TLTS improves energy utilization 
efficiency by avoiding inter-cluster and intra-cluster 
transmission interference with two TDMA schedules.  In 
addition, TLTS uses intra-cluster coverage to reduce the 
packet delay. Simulation results show that TLTS has better 
performance than HEED when node density is higher than 
0.03nodes/m2. And the hardware cost of sensor running 
TLTS may be much less than that of sensors running 
HEED that needs special hardware. So, TLTS is more 
suitable for large-scale wireless sensor network than 
HEED. 
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