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Abstract 
This research develops a new decomposition method for single 
machine scheduling problem with dynamic arrivals in 
minimizing the total weighted completion times.  We 
investigated the two decomposition methods proposed by 
earlier researchers.  Different prospects of the approaches are 
analyzed.  We proofed that the new decomposition method is 
feasible and can find the optimal solution for the original 
problems by combining the solutions from each subsets.  This 
new method use the WSPT schedule as a decomposition 
procedure instead of a B&B schedule by other researcher, thus 
the total computational time is greatly reduced and the 
algorithm is much easier to be implemented.  A branch and 
bound procedure using the decomposition procedure is 
developed to further test the efficiency of different 
decomposition approaches.  The experimental results show 
that the new approach is much more efficient when compared 
with other decomposition methods. 

1. Introduction 

This paper considers the single-machine scheduling 
problem with dynamic arrivals and the objective is to 
minimize the total weighted completion time.  A formal 
definition of the problem is that there are n jobs to be 
sequenced in the set of S and each job i  has a 
processing time ip  and an arrival time ir  and the 
objective is to minimize the total weighted completion 
time, i.e., ∑

i
iicw .  The problem is very popular in 

the factory since the orders arrive dynamically in the 
factory and these orders have to be finished in their 
earliest completion times. If we take a look one step at a 
time, the order will pass through the shop floor one after 
the other.  For each machine, the order will arrive at the 
machine dynamically and the shop floor supervisor 
wants to complete these jobs at their earliest completion 
times. 

This problem has raised a lot of attentions recently from 
the researchers and the industrial practitioners.  
Different lower bounds have been developed by 
researchers, such as Chandra [1], Bianco and Ricciardelli 
[2], Dessouky and Deogun [3], Hariri and Potts [4], Chu 
[5], and Chand et. Al [6].  Also, a series of heuristic 
approaches, such as Hariri and Potts [4], Liu and 

MacCarthy [7], Braglia and Melloni [8], Chand et. Al. [9] 
and Reeves [10] are provided to deal with problems in 
practical sizes.  In addition, a decomposition approach 
first proposed by Deogun [6], and later modified by 
Chand et. Al. is very efficient in terms of reducing the 
computational times.  In their approach, they consider 
the processing time of each job first and then decompose 
the set of jobs into subsets when the arrival time of the 
next job is greater than the completion time of the 
previous job.  However, there is a minor mistake in 
their approach, we give a counter example to 
demonstrate this flaw and we propose a different 
decomposition approach in which we consider the arrival 
time of each job first and then decompose the set of jobs 
S into subsets iS .  Properties and theorems are 
provided to prove our approach and experimental results 
are also shown for comparison between these two 
approaches.  

2. The Old Decomposition Procedure 

2.1 Decomposition by Deogun 

In Deogun’s approach, if a sequence S, define a block b 

A case example by Deogun can best describe the 
approach: 

i
ir  ip  it  ic  

1 0 3 0 3 

2 2 5 3 8 

3 6 7 8 15 

4 16 8 16 24 

5 17 11 24 35 

6 73 13 73 86 

7 60 18 86 104 

8 40 20 104 124 



IJCSNS International Journal of Computer Science and Network Security, VOL.6 No.3A, March 2006 

 

 

116 

9 37 29 124 153 

10 90 35 153 188 

11 190 40 190 230 

12 107 43 230 273 

13 212 57 273 330 

14 337 60 337 397 

15 218 68 397 465 

16 467 80 467 547 

17 470 93 547 640 

18 550 93 640 733 

19 551 94 733 827 

20 586 98 827 925 

  

In this example, he decomposesthe set of jobs S into 
{1,2,3}, {4,5}, {6,7,8,9,10}, {11,12,13}, {14,15}, 
{16,17,18,19,20}, i.e., six subsets.  The optimal 
solutions for these six subsets are (1,2,3), (4,5), 
(8,7,6,9,10), (11,12,13), (15,14), (16,17,18,19,20), and if 
we combine these subsets into S and we will derive an 
optimal solution for S, and that is (1, 2, 3, 4, 5, 8, 7, 6, 9, 
10 , 11, 12, 13, 15, 14, 16, 17, 18, 19, 20).  However, if 
we consider the following example: 
 

i  
ir  ip  it  ic  

1 0 3 0 3 

2 2 5 3 8 

3 23 8 16 24 

4 17 11 24 35 

5 73 13 73 86 

6 8 14 86 100 
 
Using Deogun’s decomposition approach, the problem 
can be divided into the following subsets, i.e., {1,2}, 
{3,4}, {5,6}.  Solve the problem for each subsets and 
recombine the solutions.  The final solution from 
Deogun’s decomposition is (1,2,3,4,5,6).  But if we take 
a close look at the problem, we can find out that actually 
job 6 can be inserted into the idle time between job 2 and 
job 3.  The optimal solution for this problem is 

(1,2,6,3,4,5) which is different to the solution by 
Deogun’s.  Therefore, we can conclude that the 
decomposition procedure is not correct and leave some 
rooms to be improved. 

Moreover, if we have an early job with large processing 
time, i.e., 600, since all the jobs are dense (i.e., the 
arrival time of each job is very close to each other).  
The Deogun’s decomposition can not proceed easily.   

2.2 Decomposition by Chand et. Al. 

Chand et. Al. also propose a different decomposition 
approach.  First they use a Potential blcok finder 
(partitions jobs into p potential blocks)  

Set i  = 1 and p = 0. 

Use the SPT dispatching rule to find the smallest j ≥  i  
such that jobs { jii ,...,1, + } form a potential block, Set 

p = p + 1 and then pk  = j. 

Stop if j = n.  Else, set 1+= ji  and go to step 2. 

and then a block finder procedure is further applied to 
finds the first m potential blocks from the original p 
blocks. 

i   Set m=1 and k = jk  

ii  Find ),1(* kσ , 

iii Stop if m=p or if C( ),1(* kσ ) ≤  1+kr ; jobs 
{1,…,k} form the first block. Else, set 

  m = m +1 , k=km, and go to Step 2. 

The procedure is based on the arrival time of each jobs 
and a non-delay schedule.  However, in order to find a 
block there will have m times of branch and bound 
procedure to be tested in the worst cases.  The 
procedure is very time consuming and not easy to be 
implemented in the searching procedure. 

3. A Decomposition Approach 

In this research, we will propose a new decomposition 
approach which will take the arrival time of each job into 
consideration first.  This new decomposition approach 
is described in the following: 

Theory 1. For a set of jobs ,i.e., N, If ω  represents the 
WSPT schedule and *π  is the optimal schedle for the 
set of jobs N, then )()( *πω CC ≥ 。 

Proof：If ω  and *π  are the same then the theory is 
true. 

Otherwise, let k represent the largest integer that satisfy 
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},max{
*

yxz rCr π> （If that is not the case then one 

can switch y and z to derive a better schedule）. 

 If 'ω  means that the set of jobs, i.e., 
{ })(,),1(, ** nky ππ L+  in the WSPT sequence.  

Then, within the 'ω ，job y must be sequenced within 

)(,),1( ** nk ππ L+ .  If we assume that job y is 

sequenced after )(* mk +π ，which means， 
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Fig. 1 The figure title

 

And, zz rR ='ω
， { }zyz rCR ,max ** ππ = ，therefore 

     
 { } zzyzz rrCRR −≤− ,max *'* πωπ  

       
 }0,max{ *

zy rC −= π  

If 0* <− zy rCπ
，then 0'* =− ωπ

zz RR  ; Otherwise 

     
 zyzz rCRR −=− *'* πωπ  

       
 yyxy prCC =−< },max{ ** ππ  

So, in any cases, yzz pRR <− '* ωπ is true.  
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π
π

ω
π ++++ ≥ mkmk RR .  We can infer that 

*
)(*

*
)(*

π
π

π
π nn CC ≥ . Finally, for all jobs in the WSPT 

sequence， it is very obviously that '
)(*)(

ω
π

ω
ω nn CC ≥ , 

therefore *
)(*)(

π
π

ω
ω nn CC ≥ ，i.e., *)()( πω CC ≥ . 

 

 According to the theory above, we know that the 
following theory is also true. 

Theory 2. For a set of jobs N and its two subsets, i.e., 
{ }21, NN .  If the WSPT sequence of 1N  ,i.e., ω  

satisfy ( ) { }iNi
rC

2

min
∈

≤ω ，then the optimal schedule of 

1N , i.e., *
1π  and the optimal schedule of 2N , i.e., 

*
2π  are combined, i.e., ( )*

2
*
1 ,ππ  must be the optimal 

schedule for job set N. 

Proof：According to theory3, that schedule *
1π  and 

*
2π  are not overlapped together, therefore schedule 

( )*
2

*
1 ,ππ  must be a feasible schedule and  
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From theory 2, we know that )()( *
2

*
1 πϕπϕ +  less 

than the optimal schedule of job set N. 

orollary 3.  For a set of jobs N and a possible partition, 
i.e., { }kNNN ,,, 21 L ， if schedule iω  and schedule 

*
iπ  represent the WSPT schedule and the optimal 

schedule for job set iN  and 

    { }jNji r
i 1

min)(C
+∈

≤ω , 

1,...,2,1 −=∀ ki  

then the optimal schedule for N is ( )**
2

*
1 ,...,, kπππ . 

According to the theory above, then the procedure of the 
partitioning is described as follows: 

A set of jobs N is divided into k subsets, i.e., {N1, N2 ,…, 
Nk}, according to the following procedure, i.e. DC(N): 

Let k=1, { }nN ,...,2,1= ; 

Let ( )jjNj
prt +=

∈
min  and { }NjtrjQ j ∈≤= ,| ; 

Reassign ∑
∈

∈
+=

Qj
jjQj

prt min then 

{ } 1,,| +=∈≤= kkNjtrjN jk ; 

kNNN \= , if φ=N , stop, otherwise go to 2. 

Then, we can have a definition of the partition of N. 

Definition.  

   For a set N and a family of set {N1, N2 ,…, Nk}, if 

Ni ∩ Nj = ∅, i≠ j; 

i

k
iN

=
∪

1
= N 

then {N1, N2 ,…, Nk} is the partition of N. 

Let us define ( ) ( ) ( )∑
=

=
n

j
jj cwZ

1
πππ , 

where ( ) ( ) ( ){ } ( ).,max 1 jjjj prcc ππππ += −  

 Theorem 1  

   If {N1, N2} is the partition of a given set N, then 
( ) ( ) ( )NNN ZZZ πππ ***

21
≤+ . 

 The proof is given in the Appendix. 

   It is apparent that the following properties are true. 

Property 1.   

   If {N1, N2,… Nk } is the partition of a given set N, 

then ( ) ( )N

k

i
N ZZ

i
ππ ∗

=

∗ ≤∑
1

. 

   Property 1 states that the optimal objective function 
solution of the set of jobs N is the upper bound of its 
subsets. 

   According to Property 1, LB1 can be improved by the 
following LB procedure.  

LB algorithm 

t = 0, b= 0, U=N; call DC(N) and generate k subsets, i.e., 

kNNN ,..,, 21 , i=1; 

b= b + LB1( iN ), 1+= ii ; 

if i > k then exit; otherwise go to 2. 

  Then, the value of the LB algorithm, which serves as a 
decision index, is adopted to assign the next job in 
sequence for Heuristic CS2 and it is outlined as follows:  

Heuristic CS2 

t=0, ;0,, === ONUS φ  

Find job k such that ( )( )ULBBF
Ujk ∈

= min ; 

Schedule job k, i.e., { }kSS ∪= , 

( ) ,,,max kkkkk twOOptrt +=+= U=U\{k}; 

If U = ∅ stop and print O as a heuristic solution, 
otherwise go to step 2. 

4. The Branch and Bound Procedures 

   The efficiency of the branch and bound algorithm 
depends upon the selection of lower bound and 
dominance properties, which in turn establishes the 
breadth of the search tree. The following dominance 
theorem eliminates many unnecessary nodes in a 
branching tree. 

Theorem 2  

Two partial sequences σ1 and σ2 include the same set of 
jobs, If 

C (σ1) ≤ C (σ2) 

B(σ1) ≤B (σ2) 

then σ1 dominates σ2; i.e., the sequence initiated with 



IJCSNS International Journal of Computer Science and Network Security, VOL.6 No.3A, March 2006 

 

 

119

partial sequence σ2 will not be included in the optimal 
sequence. 

Denote all the scheduled jobs in an open node as σ2. If 
σ2 can be rescheduled as σ1 according to some rules or a 
simple heuristic and satisfies with Theorem 3, then this 
open node can be eliminated from further consideration. 
In this study, the HP heuristic will be applied to generate 
the σ1.  Then, two branch and bound algorithms, BAB 1 
and BAB 2, are developed in this section. They have the 
same iterative procedures, except that the dominance 
property is applied in BAB 2 procedures. 

Let σ represent a partial sequence of a job set N; let 
heu(σ) represent the value of a sequence initiated with 
partial sequence σ to which a heuristic algorithm is 
applied; and let LB(σ) represents the lower bound value 
of an open node initiated with σ. The BAB1 algorithm is 
as follows: 

1. σ = ( ), OPEN = {σ}, α  = heu (σ ); 

2. if OPEN = ∅ then exit; 

3. take arbitrarily σ∈ OPEN, OPEN =OPEN - {σ}; 

4. get a heuristic solution  α ’ = heu (σ ); 

5. calculate the lower bound L = LB(σ ); 

6. if B(π) ≤ L , then go to 2; 

7. if B(α ’) =L then π = 'π , and go to 2 

8. if B(α ') < B(α ) then π = 'π ; 

9. let U denote the set containing all the jobs in σ, and 
−

U = N - U; 

10. t = 
i K∈
min {max(C (σ ), ri ) + pi}, Q = {i ⎜ i ∈

−

U , ri < 

t }; 

11. let SUCC = ∪
∈Qj

{(σ , j)}; 

12. set OPEN ←OPEN ∪ SUCC; 

13. go to 2. 

   In BAB2, the scheduled jobs represented as σ in each 
open node is rescheduled according to HP heuristic. If 
the rescheduled sequence represented as σ1 is better than 
σ, then the node can be eliminated from further 
consideration. The steps from 1 to 9 in BAB2 are the 
same as those of BAB1 and the rest steps are as follows: 

14. apply HP heuristic on K to get σ1; 

15. if B(σ1) < B(σ) then go to 2; 

16. C = 
i K∈
min {max(C (σ ), ri ) + pi}, Q= {i ⎜ i ∈

_
K , ri < 

C }; 

17. let SUCC = ∪
∈Qj

{(σ , j)}; 

18. set OPEN ←OPEN ∪ SUCC; 

19. go to 2. 

5. Experimental results 

All algorithms were coded in C language and run on a 
Pentium III PC. To evaluate the various schemes, the 
experiments were conducted on a series of problems 
reported by Hariri and Potts [5]. The algorithms, 
including Heuristic HP, Heuristic CS1, Heuristic CS2, 
BAB1 and BAB2, were tested on problems with 
dimensions 20,30,40 and 50. For each job i, an integer 
processing time pi from the uniform distribution [1,100] 
and an integer weight wi from the uniform distribution 
[1,10] were generated. Since the range of release dates is 
likely to influence the effectiveness of the algorithms, an 
integer release date for each job i was generated from the 
uniform distribution [0, 50·5nR], where R controls the 
range of the distribution. The value 50.5n measures the 
expected total processing time. For each selected value 
of n, 20 problems were generated for each of the R 
values 0.2, 0.6, 0.8, 1.25, 1.5, and 3.0, thereby producing 
120 problems for each value of n.  
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Table 3.  Summary results for Different Decompositions 

B&B 1 B&BDC1 B&BDC2 B&BDC3 

# of 
jobs 

n 

R 

value 

Average 

Branch 

nodes 

Average 

CPU sec 

# of 
unsolved 

nodes 

Average 

Branch 

nodes 

Average

CPU sec

# of 
unsolved

nodes 

Average 

Branch 

nodes 

Average

CPU sec

# of 
unsolved 

nodes 

Average 

Branch 

nodes 

Average

CPU sec

# of 
unsolved

nodes

0.2 189.80  0.01  0 90.80  0.00 0 189.80 0.02 0 90.80  0.00 0 

0.6 1135.20  0.08  0 447.00  0.03 0 1135.20 0.08 0 447.00  0.03 0 

0.8 1477.00  0.08  0 601.80  0.03 0 1477.00 0.09 0 601.80  0.05 0 

1.25 2096.20  0.13  0 349.40  0.02 0 2096.20 0.12 0 349.40  0.03 0 

1.5 312.20  0.02  0 129.60  0.00 0 312.20 0.01 0 129.60  0.02 0 

20 

3.0 38.20  0.00  0 32.80  0.00 0 38.20  0.00 0 32.80  0.01 0 

0.2 24126.80  2.99  0 809.40  0.14 0 24126.80 2.95 0 809.40  0.13 0 

0.6 45250.20  4.69  0 1790.60  0.24 0 45250.20 4.66 0 1790.60  0.26 0 

0.8 177365.40  17.83  0 5094.20  0.65 0 177365.40 17.83 0 5094.20  0.64 0 

1.25 20086.40  1.35  0 287.40  0.03 0 20086.40 1.35 0 287.40  0.02 0 

1.5 2359.00  0.18  0 693.80  0.03 0 2359.00 0.16 0 693.80  0.07 0 

30 

3.0 32.20  0.00  0 30.60  0.00 0 32.20  0.00 0 30.60  0.00 0 

0.2 110400.40  23.21  1 3554.60  0.88 0 110398.60 23.22 1 3554.60  0.86 0 

0.6 612488.40  82.51  3 114616.40 22.73 1 612383.40 82.50 3 115095.00  22.73 1 

0.8 676896.00  89.67  4 376205.80 61.70 3 676909.40 89.68 4 376404.00  61.69 3 

1.25 269434.40  27.50  0 8077.60  1.29 0 269434.40 27.44 0 8077.60  1.26 0 

1.5 75613.80  9.16  0 1796.40  0.22 0 75613.80 9.17 0 1796.40  0.21 0 

40 

3.0 46.00  0.00  0 45.80  0.00 0 46.00  0.00 0 45.80  0.00 0 

0.2 258942.60  107.10  0 46765.20 13.72 0 258942.60 91.62 0 46765.20  17.30 0 

0.6 2737110.00 755.97  3 943146.80 212.42 0 3642433.00 721.25 3 975529.00  257.51 0 

0.8 4659832.80 1000.00 5 2983272.80 799.98 3 4489304.40 1000.00 5 3119898.60 801.29 3 

1.25 4161644.00 751.15  3 1565724.80 384.96 1 3944916.80 761.23 3 1414276.20 373.87 1 

1.5 1153377.40 116.37  0 60212.20 7.82 0 1153377.40 116.36 0 60212.20  7.83 0 

50 

3.0 384.00  0.03  0 134.20  0.02 0 384.00 0.03 0 134.20  0.02 0 

* a lower bound on the average because of some unsolved problems within 1500 seconds.

For both branch and bound methods, the problems with 
small R and large R values are the best, and the most 
difficult problems occur when R=0.6 to R=1.25.  The 
average number of branching nodes for B&BCS and 
B&BHP is below 35% compared to those of B&B1 and 
B&BBR.  In addition, the average computation time for 
B&BCS and B&BHP is below 45% compared to those 
of BAB1, thus the effectiveness of Theorem 3 is very 
clear. 

6. Conclusion 

In this study, a single machine sequencing problem with 
different ready times in minimizing the total weighted 
completion time has been considered. Two heuristics 
have been developed for a dynamic scheduling 
environment. Both procedures, Heuristic CS1 and 

Heuristic CS2, were extensively evaluated and compared 
with the only existing heuristic, Heuristic HP.  Also, an 
efficient decomposition procedure was presented and 
included in the heuristic and branch and bound 
computations. Finally, a dominance property is provided 
to further improve the efficiency of the branch and 
bound procedure.. 

   Computational testing has shown that the decision 
indices are effective and sensitive for both heuristics in 
which good, in many cases optimal, sequences are 
generated. Both heuristic outperform the only existing 
heuristic, Heuristic HP, and Heuristic CS2 outperform 
Heuristic CS1 in all instances. One explanation of the 
better performance of Heuristic CS1 and Heuristic CS2 
is that they not only include the WSPT measure on 
which Heuristic 1 is based but also explicitly treat the 
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remaining unscheduled jobs. Testing has also shown that 
the performance of the heuristics is not significantly 
affected by the problem structure.  

   In contrast to the dominance properties in most 
branch and bound methods, which eliminate a node with 
an associated lower bound when it is worse than the 
upper bound or a branching node with the follow-up job 
dominated by certain rules.  The dominance property in 
this study eliminated a node in which its partially 
scheduled sequence was dominated by a sequence 
obtained by any heuristic or priority rules. 
Computational results have shown that the dominance 
property eliminates 65% of the branching nodes and, 
thus successfully limits the size of the search tree. 
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