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Summary. Partner selection is a critical issue in the research 
of virtual enterprise. It is usually a combinatorial optimization 
problem. In this paper, an improved discrete particle swarm 
algorithm is proposed for the partner selection optimization. 
At first, an optimization model is presented, which includes 
the main crucial factors for partner selection, such as running 
cost, reaction time and failure risk. To decrease the probabil-
ity of the particle swarm algorithm to trap in a local optimum, 
a new particle position updating formula is modified as fol-
lows. Particle velocity is divided into three regions and ac-
cording the region a particle fall into, its position is corre-
spondingly determined to keep unchanged or take value 0 and 
1. As the iteration continues, these three regions can adap-
tively change their range to increase the global convergence. 
Numerical results have demonstrated the improved particle 
swarm algorithm show better performance in partner selec-
tion.An algorithm based on discrete binary particle swarm 
optimization (PSO) is then presented for the solution. A typi-
cal example is used to illustrate the effectiveness of the algo-
rithm. The proposed optimization model and scheme provides 
a reference to partner selection in the actual VE operation.   
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1   Introduction 

Virtual enterprise is a temporary association of corpora-
tions linked by supply chain to respond to business op-
portunities and achieve maximum profit. With the rapid 
development of information technologies  
and continuous exacerbation of global competition, the 
virtual enterprise has been considered as the most ad-
vanced and efficient form of modern product chain. Part-
ner selection is one of the crucial problems in the forma-
tion and operation of a virtual enterprise. It is actually a 
combinatorial optimization problem. In order to imple-
ment a project, a virtual enterprise needs to be formed 
with several business process types, and each process 
type may have several, even tens of candidates. Mean-
while one or more candidates can be selected to join the 
virtual enterprise. Thus the total number of combinations 
being considered may be too large to use simple enu-
meration solution.  

However, a lot of research results have been reported 
for this problem. Zhan [1] discussed the partner relation-
ship management principle and gave some qualitative 
analysis. Talluri and Baker [2] proposed a two-phase 
mathematical programming approach for partner selec-
tion, with phase 1 identifying efficient candidates by data 
envelopment analysis, and phase 2 using an integer (0-1) 
goal programming model to select an effective combina-
tion of efficient partners. Chu [3] proposed to employ 
analytic hierarchy process (AHP) method to select the 
best partners from the potential ones. It is suitable for the 
case that the total number of candidate is not too large. 
Feng et. al. [4] presented an optimization model for part-
ner selection and the solution based on genetic algorithm.  
In the objective function, the factor of link time (such as 
transit time) between partners was not included.  Qu and 
Sun discussed the resource optimization configuration in 
a real networked manufacturing system and employed 
genetic algorithm to select partners for five process types 
in a product chain [5]. However, the factor of running 
risk was not included in their objective function.  

Improving the objective function for partner selection 
and finding an effective intelligent optimization approach 
become more desirable in the research of virtual enter-
prises. The Particle Swarm Optimization (PSO), pro-
posed by Kennedy and Eberhart [6], has proved to be a 
very effective approach in the global optimization for 
complicated problems [7,8]. Although the continuous 
version of PSO algorithm has been successfully used to 
solve many real problems, research work remain relative 
fewer on the discrete version of PSO algorithm. Yin used 
a discrete PSO algorithm to solve the polygonal ap-
proximation of a digital curve. In his paper, a hybrid 
strategy embedding a local optimizer within the discrete 
PSO algorithm has been shown to outperform the origi-
nal version [9]. In this paper, we will present the objec-
tive function for partner selection and use a modified 
discrete binary swarm optimization algorithm to search 
for the optimal solution.  

2 Improved Discrete PSO Algorithm for 
Partner Selection 

In this section, we first describe the partner selection 
problem and then use an improved discrete binary PSO 
algorithm to solve the presented problem.  
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2.1 Problem Definition  

Suppose that a virtual enterprise consists of n  business 
processes (core competencies): iE , Ii ,...,2,1= . For the 
i th business process, there are ia  potential candidates 
for the partners. Let i

jm ,  ,,...,2,1 iaj =  be the j th po-
tential candidate for the i th business process. The part-
ner selection problem can be described as follows: take 
one candidate from i

jm  for each business process iE  to 
form a virtual enterprise, and the resultant combination 
of selected partners must satisfy an optimization objec-
tive. 

Since the running cost, reaction time, and running risk 
are the key points in the operation of virtual enterprise, 
we take them as the optimization objectives for partner 
selection: 
1) Running cost: namely C , consists of the internal cost 
of each candidate and the link cost between any two 
candidates: 

   

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

+= ∑∑∑∑∑∑
= = ≠′=′ =′

′
′

′
′

= =

I

i

a

j

I

iii

a

j

ii
jj

i
j

i
j

I

i

a

j

i
j

i
j

i ii

CCC
1 1 ,1 1

,
,

1 1

)()(minmin βββ     (1)     

where      
⎩
⎨
⎧

=
0
1i

jβ   

 
i
jC is the internal cost of the candidate i

jm . jj
iiC ′
′
,

, is the 

link cost between two candidates of i
jm and i

jm ′
′ .   

2) Reaction time: namely T , consists of the internal 
reaction time of each candidate and the link time be-
tween any two candidates: 
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where i
jT is the internal reaction time of the candidate i

jm . 
jj

iiT ′
′
,

, is the link time between two candidates of i
jm and 

i
jm ′
′ .   

3) Running Risk: namely R , is defines as follows: 
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where i
jR  is the running risk generated by selecting i

jm . 

Here we take the weighted sum of Eq. (1), (2) , and (3) 
as the objective function: 
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where cE , tE  , and rE are the least desired values of C , 
T and R  respectively, and cω , tω , and rω are the 
weight coefficients of C , T , and R  respectively. 

2.2 Overview of PSO Algorithm 

Like the genetic algorithms, the PSO algorithm first 
randomly initializes a swarm of particles. Each particle is 
represented as ),...,,( ini2i1i xxxX = ， ,,...,2,1 Ni =  where 
N is the swarm size. Thus, each particle is randomly 
placed in the n -dimensional space as a candidate solu-
tion. Each particle adjusts its trajectory toward its own 
previous best position and the previous best position is 
attained by any particles of the swarm, namely ipbest  
and gbest . In each iteration of the PSO algorithm, the 
swarm is updated by the following equations: 

)()(1 k
ij
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j22

k
ij
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ij11

k
ij

k
ij xgbestrcxpbestrcvv −+−+=+     (5) 

k
i,j

k
i,j

k
i,j vxx +=+1                                                    (6) 

 where k is the current iteration number，  ijv is the 
updated velocity on the j th dimension of the i th parti-
cle, 1c and 2c  are acceleration constants, 1r  and 2r  are 
the real numbers drawn from two uniform random se-
quences of )1,0(U .  

The above continuous particle swarm algorithm has 
been used to solve optimization problems. In the discrete 
binary version, a particle moves in a state space re-
stricted to zero and one on each dimension, where each 

ijv  represents the probability of bit ijx taking the value 1. 
Thus, the step for updating ijv remains unchanged as 
shown in Eq. (5), except that ijpbest  and jgbest  are 
integers in {0, 1} in binary case. The resulted changes in 
position are defined as follows: 

                  ))exp(1/(1)( 1
,
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if ( r < )( 1
,
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jix  else   01

, =+k
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where  r  is  random number drawn from uniform se-
quence of )1,0(U .  
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2.3 Improved Discrete PSO 

To enhance the search ability and circumvent avoid the 
particle to converge to local optima, an improved PSO 
algorithm for partner selection can be described as fol-
lows. The velocity updating formula remains unchanged 
as shown in Eq. (5).  The position updating of each parti-
cle is defined as follows: 

if δδ +<<− + 5.0)(5.0 1
,
k

jivs   then k
ji

k
ji xx ,
1

, =+           (9)                                    

if δ−<+ 5.0)( 1
,
k

jivs  then 01
, =+k
jix                           (10)                                                      

if δ+>+ 5.0)( 1
,
k

jivs  then 11
, =+k
jix                           (11)                                              

where the initial value of δ  is 0.25, and as the iteration 
continues, its value decreased gradually. Eq. (9) makes 
each particle to keep its own inertia and to avoid that all 
the particles tend to move towards the same position to 
trap in a local optima. Therefore δ should be hold a big 
value in the initial phase, and then gradually decreased to 
enhance the local fine-tuning search ability. A linear 
variation rule of δ can be defined as follows: 

k
k

finalinitial
initialk

max

δδ
δδ

−
−=                       (12) 

where initialδ is the initial value of δ .  k is the current 

iteration number and maxk is the maximum number of 
iterations. finalδ is the final value of δ .  

2.4 Particle Representation and Fitness Function 
Selection 

Suppose n  is the total number of all the business 
process types. Since each particle of the swarm is one of 
the candidate solutions for the problem, we represent 
each particle by a binary vector as follows: 

},...,,{}{ 21 ni bbbbX == , subject to  ∑
=

≥
ia

j

i
jb

1

1     (13) 

where },...,,{ 21
i
a

iii

i
bbbb = , as a bit in X ,  i

jb  represents 

the j th candidate for the i th process, which is restricted 
to take integers in {0, 1} according to  

Based on the optimization objective function in Eq. 
(4), the fitness function )(xf  of each particle is set as 

( )xFxf /1)( = . 

2.5 Optimization Procedure 

The procedure of the proposed binary PSO algorithm for 
solving the optimization problem of partner selection is 
described as follows: 
Step 1.  Initialize N  particles with random posi-

tions Nxxx ,...,, 21  according to Eq. (13). Gen-
erate velocities ijv , Ni ,...,2,1=  and 

nj ,...,2,1= ,  where ijv ~ )1,0(U . 
Step 2. Evaluate each particle according to 

( )xFxf /1)( =  based on Eq. (4). 
Step 3. Update individual and global best positions: 

If )()( ii xfpbestf < , then ii xpbest = , and 
search for the maximum value maxf  
among )( ipbestf , If max)( fgbestf < , 

maxxgbest = , maxx is the particle associated 
with maxf . 

Step 4. Update velocity: update the i th particle velocity 
using the Eq. (5) restricted by maximum and 
minimum threshold maxv and minv . 

Step 5.   Update Position: update the i th particle posi-
tion using Eq. (9), (10) and (11). 

Step 6.   Update δ  according to Eq.(12) . 
Step 7.  Repeat step 2 to 6 until a given maximum 

number of iterations is achieved. 

3 Numerical Simulations 

In this section we use an example to illustrate the effec-
tiveness of the algorithm for partner selection using the 
improved PSO algorithm. A supply chain for some 
product consists of 4 business processes: design (D), 
purchase (P),   manufacture  (M) , and sale (S).  Candi-

dates for each business process are presented in Table 1.  
Our goal is to select one candidate from each business 
process to minimize the objective functions in Eq. (4). 
The internal running cost, reaction time, and running 
risk of each candidate are presented in Table 2. The link 
time and cost between candidates are as shown respec-
tively in Table 3. In this table, elements on the left 
lower region of the diagonal line represent the link time, 
and elements on the right upper region represent the 
link cost between two candidates.  
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Table 1. business processes iE  and their candidate enterprises i
jm  

Business Processes Design Purchase Manufacture sales 

Candidates D1 D2 P1 P2 P3 P4 P5 M1 M2 M3 M4 S1 S2 S3 

  Table 2. internal cost i
jC , reaction time i

jT ,and running risk i
jR  of each candidate enterprise 

 D1 D2 P1 P2 P3 P4 P5 M1 M2 M3 M4 S1 S2 S3 

)( i
jT /month 8.8 5.3 7.6 4.5 8.9 10.5 11.8 4.4 9.7 2.4 7.8 9.1 8.3 5.9 

)( i
jC /104 RMB 85.3 74.6 55.5 82.6 91.2 63.2 51.6 99.4 96.5 86.4 92.9 89.7 90.2 84.0 

i
jR  0.3 0.5 0.5 0.2 0.2 0.4 0.4 0.3 0.4 0.2 0.5 0.3 0.3 0.2 

 

Table 3. Link cost jj
iiC ′
′
,

, (104 RMB) and link time jj
iiT ′
′
,

, ( month) between any two candidates 

 D1 D2 P1 P2 P3 P4 P5 M1 M2 M3 M4 S1 S2 S3 
D1 0 5.3 1.7 2.5 5.8 5.0 5.7 3.2 0.7 3.9 2.3 3.2 3.8 3.7 
D2 5.9 0 2.1 1.6 5.9 4.2 4.1 2.3 4.8 3.6 5.9 2.1 1.2 4.1 
P1 1.9 5.1 0 4.1 2.3 1.4 4.1 5.0 1.6 5.9 3.5 5.9 3.0 3.3 
P2 5.7 1.6 3.7 0 1.1 0.6 1.3 2.0 1.0 4.7 1.1 3.7 1.6 5.5 
P3 5.7 3.3 3.1 2.6 0 3.6 0.8 0.9 4.5 4.3 1.4 4.8 0.6 2.1 
P4 4.1 3.6 0.0 3.8 3.5 0 0.9 5.5 4.5 0.7 4.9 5.1 5.7 4.5 
P5 3.0 2.1 2.4 2.0 4.4 4.9 0 2.6 5.0 1.5 1.1 3.2 3.6 3.5 
M1 0.4 5.2 4.8 5.8 5.1 2.6 4.7 0 5.5 4.5 3.1 0.6 4.8 5.8 
M2 5.9 1.4 1.6 1.5 0.2 0.2 5.9 0.5 0 3.2 3.3 5.7 0.9 0.7 
M3 2.0 1.6 5.2 0.5 1.0 1.7 4.7 3.2 0.8 0 0.9 5.2 0.6 3.5 
M4 3.8 3.2 5.0 4.1 0.0 4.6 2.2 0.8 4.2 2.2 0 1.3 5.6 4.3 
S1 5.6 3.0 2.2 2.8 2.6 1.6 5.3 2.6 4.2 3.9 3.8 0 4.9 5.0 
S2 4.3 5.6 5.8 2.1 2.6 4.8 5.5 1.8 4.2 6.0 3.5 1.8 0 3.6 
S3 3.1 0.5 5.7 5.0 3.3 2.0 0.1 4.7 3.3 3.3 1.5 0.7 5.7 0 

Parameters of the problem are set as: 150=cE , 
60=tE , 2.0=rE , 25.0=cω , 45.0=cω  , and 

3.0=cω .Parameters of the algorithm are set 

as: 20=N , 21 =c , 22 =c , 4max =v  , and 4min −=v . Fig. 1-
(a) shows a typical running of the PSO algorithm and it 
shows that the objective function )(xF  quickly converges 
to the optimal solution when the iteration generation 
increases. The optimum represented by gbest  equals to 
{10010000010001} with the objective functions 

2625.2)( =gbestF , which means that the best partner 
combination is {D1, P2, M3, S3}.  Fig. 1-(b) shows that the 
average value of the whole swarm descends and ap-
proaches quickly to the best value in  Fig. 1-(a).  

Simulation with standard genetic algorithm (GA) is also 
performed as a comparison with our improved PSO algo-
rithm. Parameters of GA are set as follows:  population size 

gN =20, crossover probability cP =0.8, mutation probability 

mP  =0.3. We take the roulette wheel as the selection method 
and set the population size to be the same with the swarm 
size of the PSO. The results using GA is also presented in 
Fig. 1. It shows that the PSO algorithm has faster converging 
speed and better average value than GA.                   
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Figure 1. The iteration process of the   algorithms 
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4   Conclusions 

In this paper, an approach based on an improved dis-
crete binary particle swarm optimization is used to solve 
the problem of partner selection in virtual enterprise. 
Simulation results show that the proposed approach as 
quick convergence and better performance.  
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