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Summary 

This paper proposes a method to construct Behavior 
Targeting, which is an effective advertising method for 
Web Publishers. One of the challenges on constructing 
Behavior Targeting is the heavy load on the hardware 
when extracting customer preference information due to 
the enormous number of customers and the extremely 
broad areas that the customers might be interested in. We 
address this problem with a distributed processing system 
that extracts customer preference information at the light 
loaded Access Point Servers, not at the central Marketing 
Server. To accomplish this, we have constructed a 
knowledge dictionary that can be dynamically updated and 
used for extraction of customer preference information at 
the Access Point Servers. As a result, we have succeeded 
to reduce the load on the Marketing Server by more than 
60%.  Another challenge is how to grasp not only the 
customer preferences but also the trends of the preferences 
and the markets speedy and accurately. In conventional 
methods, customer preference and market information are 
managed with two-dimensional vectors of customer and 
preference category axes. In this proposed method, we add 
time axis to make it three-dimensional vectors in order to 
manage the preference transitions and the market trends.  
One of the problems of three-dimensional vectors is its 
huge volume of information. Our method addresses this 
problem by recording the positions and the values of the 
points only where the information has changed as time 
passes.  As a result of experiments, we have succeeded to 
detect groups of customers who show similar preference 
transitions from the information stored in three-
dimensional vectors. Furthermore, we have found a few 
trend leaders in the groups, which confirm that there is a 
possibility to make appropriate recommendations to the 
other group member based on the transitions of the trend 
leaders' preferences.     
Key words: 
 Customer Preference, Advertisement, Behavior Targeting, 
Recommendation, 3Dimension. 
 

1. Introduction 

In recent years, the needs of customers are more and 
more diversified. One of the reasons is that the progress of 
information tools, typified by W.W.W., has enabled 
customers to obtain much more information than before. 
The customers with more information tend to purchase 
goods based on their preferences, rather than coveting for 
the goods that the people around them posses. 

Today is referred as an age of individuality; however 
it is not necessarily true that everything is diversified. For 
example, the apparel market has a major trend called 
"fashion" and the customers tend to express their 
individualities by selecting only one item that is different 
from other people. 

Information systems are recognized as effective tools 
to collect preferences of entire market and individual 
customer [1]. In addition to gathering information, it is 
reported that the productivity of sales and marketing has 
been dramatically improved by utilizing Sales Force 
Automation (SFA) [2], which is a method to analyze sales 
activities through marketing activities. 

The marketing in the Internet businesses requires the 
way to quickly grasp market trends and preference 
transitions of individual customer, utilizing interactivity 
and immediacy of the Internet. It is also required to grasp 
the effects of advertisements accurately and to propose the 
effective timing and contents of advertisements to 
advertisers [3-8]． 

In these backgrounds, Web Publisher offers a service; 
such as advertisement and recommendation called 
"Behavior Targeting" to provide information that may 
interest a specific customer [9-11]. To improve the 
accuracy of the Behavior Targeting, they need to extract 
information such as the market trends and the preference 
transitions of individual customer, and they also need to 
manage it accurately. For the purpose of obtaining 
information about both market trends and customer 
preference at once, one of the effective methods is to 
manage customer preference information using two-
dimensional vectors with customer and preference 
category axes. This method is used in many of Customer 
Relationship Management (CRM) [2] [12] tools. However, 
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this two-dimensional method is not capable of keeping 
track of market trends and the transitions of customer 
preferences that change over time.  

In this paper, we propose a method that uses three-
dimensional vectors with time axis in additions to 
customer and preference category axes. One of the 
problems of the three-dimensional method is that the 
volume of information held in three-dimensional space is 
enormous so that it is difficult to hold detailed information. 
The enormous volume of information may also slow down 
the retrievals of information. Our proposed method 
addresses these problems by recording the time axis 
information only on the points where the customer 
preference changes, while data on customer and 
preference category axes, which express the current 
situation of customer preference, is stored in two-
dimensional vector space. 

Additionally, the system is required 1) to collect the 
data in real time basis and 2) to analyze the collected data 
in order to precisely grasp the changing customer 
preferences and market trends. For this reason, the server 
to manage three-dimensional vector information requires 
very high processing power and this makes the system 
more expensive. 

The system proposed in this paper reduces the load 
on server side by executing data management and 
keyword extraction processes on access point side.  
Moreover, this configuration enables real time collection 
of customer preference data. This system executes 
keyword-learning process on server side using the room 
created by reducing loads on the server. The keywords 
learned on server are reflected on the keyword extraction 
process on access point side. 

2. Outline of Behavior Targeting Generation 
System 

This chapter illustrates the outline of the Behavior 
Targeting generation system we propose. The Behavior 
Targeting service offers a page of summarized information 
that may interest a specific customer. It naturally offers 
different information according to the individual customer. 

Figure 1 shows the outline of Behavior Targeting 
generation system. The Template-page is a page used as a 
template for Behavior Targeting generation. The 
Template-page contains the information to be provided to 
all customers, just like regular Web pages, and it also 
contains empty slots to provide information specific to the 
customer. Each slot has the tag information to indicate 
which information should be embedded, such as 
"Weather", "Advertisement", and "Information" slots. 

The Slot Database stores the data to be embedded 
into the slots in Template-page. The Behavior Targeting 

generation module generates a Behavior Targeting for a 
specific customer by retrieving information that may 
interest the customer from the Slot Database and by 
embedding it on the Template-page. 

For example, if a customer is a golfer who lives in 
Osaka, the Weather slot may show the weather 
information of Osaka region, the Information slot may 
show the result of the Masters, and the Advertisement slot 
may show the ads for golf shoes and a packaged golf tour. 
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Fig. 1 Outline of Behavior Targeting generation system. 

3. Collection Method for Preference 
Information 

The most important point to generate a Behavior 
Targeting that provides useful information for a specific 
customer is how accurately the customer preferences can 
be grasped.  

When a customer uses W.W.W., he/she connects to 
the Internet via an access point of an ISP, which means 
that the Internet usage information of a customer can be 
collected at the access point. In our proposed method, we 
allocate Data Collection Modules to each access point as 
shown in Figure 2. The Data Collection Modules collect 
preference information at the access points and send it to 
the Marketing Server. The Marketing Server receives the 
information and manages it in the Customer Preference 
Database in one lump. 

3.1 Collection of Customer Preference Information at 
Access Points 

 A Data Collection module at an access point 
analyzes the Web pages accessed by a customer and 
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extracts the keywords from them. The extracted keywords 
are sent to Data Management Module. These processes are 
executed in real time whenever a customer accesses a Web 
page. Analyzing extracted keywords enables us to 
determine the preference category of the accessed Web 
pages and to specify which category the customer is 
interested in. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 Outline of Preference Information Collection System 

Our system extracts a compound word as well as a 
simple word as a keyword. For example, a compound 
word "Steven Spielberg" is an important keyword for a 
preference category "Movie-SF". To extract this kind of 
compound words, we store the keywords to be extracted in 
the Keyword Databases. The extracted keywords are sent 
to the Data Register Module in the Marketing Server. 

3.2 Management of Customer Preference data for 
Marketing Server 

Marketing Server consists of the following five 
blocks: 

1. Customer Preference Database 
2. Keyword Learning Database 
3. Data Register Module 
4. Data Update Module 
5. Keyword Analysis Module 

 
 The Customer Preference Database is composed of 

Customer Preference vectors, which are the two-
dimensional vectors of customer and category axes as 
shown in Figure 3. Superposing these Customer 
Preference vectors as illustrated in Figure 4 implements 

the three-dimensional vectors with customer, category, 
and time axes. 

 Each field of Customer Preference vectors contains 
the score that indicates the strength of preference of a 
specific customer for a specific category. For example, in 
Figure 3, the customer A scores “6” on preferences for the 
category of Rugby, and the customer B scores “4” on 
preference for the category of tennis. 

Keyword Learning Database stores the keywords that 
indicate various preference categories. The data is stored 
as a set of the keyword strings, the preference category 
that the keyword is related, and the score to indicate the 
strength of preference. For example, data should look like 
below: 

((ball: handball, 4: tennis, 2). 
 
 
 
 
 
 
 
 
 

Fig. 3 Composition of Customer Preference vector 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4 Conceptual Diagram for Composition of Customer Preference 
Database 

This data indicates that the keyword "ball" scores 4 
for the preference category of "football" and scores 2 for 
the preference category of "tennis". As described above, 
one keyword can be related to two or more preference 
categories. 

The Data Register Module receives keywords from 
the Data Collection Module and calculates the score of the 
Web page accessed by the customer using keywords and 
scores stored in the Keyword Learning Database. The 
calculated score is added to the score of the customer 
stored in the Customer Preference Database. Repeating 
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these processes stores data in the Customer Preference 
Database that indicates which customer accesses the Web 
pages of which preference category. 

3.3 Learning Process in Keyword Learning Database 

The information in the Keyword Learning Database 
is updated by the Keyword Analysis Module in the 
Marketing Server. Then the Data Update Module reflects 
the updated information into Keyword Databases at access 
points. This section describes these processes. 

A Data Collection Module at an access point 
performs morphological analysis of the Web pages 
accessed by a customer. It extracts keywords 
(NamedEntity, onomastic words, onomastic word strings, 
and word strings stored in the Keyword Database) and 
sends them to the Data Register Module in the Marketing 
Server as a set of keywords. 

When the word strings in the received set of 
keywords has been registered with the Keyword Learning 
Database, the Data Register Module retrieves the 
preference scores from the database and appends them to 
the word strings. Then the Data Register Module 
calculates the scores of the word string, registers them 
with the Customer Preference Database, and sends them to 
the Keyword Analysis Module. 

The Keyword Analysis Module receives the set of 
keywords and calculates the customer preference score for 
each category. When the set of keywords contains the 
word strings that are not registered with the Keyword 
Learning Database, the Keyword Analysis Module 
appends the calculated scores to them and registers them 
with the database. 

The Data Update Module updates the Keyword 
Databases at the access points by registering the word 
strings data that are newly registered with the Keyword 
Learning Database. This process should synchronize the 
Keyword Learning Database and the Keyword Databases 

The Keyword Databases is used to retrieve the word 
strings that can be keywords. This is the same logic as to 
extract multiple keywords from a text string. To speed up 
this process, we implement the Keyword Databases based 
on the structure of String Pattern Matching Machine for 
multiple keywords, which is proposed by Aho et al [13]. 
For this reason, it is not easy to update the word strings 
that are already registered with the Keyword Databases. 
We address this problem using the algorithm to append 
keywords to Machine-AC, which is proposed by Tsuda et 
al [14]. 

The described keyword learning process enables us to 
always use the updated Keyword Database for keyword 
extraction at the access points, which consequently 
achieves the distributed keyword extraction processes. The 
whole process of grasping customer preferences is 

composed of three sub-processes: extracting keywords, 
retrieving preference scores from the Keyword Learning 
Database, and registering data with the Customer 
Preference Database. Among these processes, the keyword 
extraction requires the largest CPU power, which is 75% 
of the total. Our proposed method distributes the keyword 
extraction process to each access points. This requires an 
additional process to update Keyword Databases at the 
access points, but it still reduces 60% of CPU usage on the 
Marketing Server. As a result, we are able to reduce the 
installation cost of hardware required for Behavior 
Targeting services by half at the estimation level. 

4. Necessity of Three-Dimensional Vectors 

The proposed method implements the Customer 
Preference Database in three-dimensional vector structure. 
The worst weakness of three-dimensional vector method is 
its enormous volume of data. This chapter explains the 
necessity of three-dimensional vector method even though 
it has the weakness on data volume. 

In the progress of IT in recent years, data mining [4-
5] is one of the remarkable methods to analyze customer 
information. For example, data mining tools are used for 
storing in-house data, analyzing customer information, and 
working out customer-oriented business strategies. 

Data mining includes various methods such as market 
basket analysis, memory based reasoning, cluster analysis, 
decision tree, and neural network. By using the clustering 
method to find similar records, you obtain the initial data 
to start analyses of customer information to grasp market 
trends and customer preferences. In other words, the 
valuable information extracted from lump of data by in-
house business analysts can be the starting point for 
planning business strategies. 

The Behavior Targeting service is exactly personalize 
marketing. It will be a very effective marketing tool for a 
web publisher if it provides the information that precisely 
interests a specific customer. However, it can get a bad 
reputation if it provides meaningless information for the 
customer. Therefore, the technology to accurately grasp 
customer preferences is very important [19-22] for 
providing the effective Behavior Targeting service. 

Two-dimensional vector method with customer and 
preference category axes is one of the effective methods to 
grasp market trends and customer preferences from 
analyses of customer information, and is actually used in 
many marketing tools. This is because the vector space in 
this method is pure image of markets, and each customer 
axis represents an individual customer, so that the 
preferences of individual customer can be kept track by 
looking at a specific customer axis along with its 
preference category axis. 
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However, this method only allows managing 
accumulated strength of preferences in preference 
category axis, and it is difficult to keep track of changes in 
market trends and in customer preferences over time. 
Therefore, if a preference category aroused customers' 
interest much in the past but does not arouse much in 
lately, the preference category still indicate high score. 
This means that even if a preference category rapidly 
arouses customers' interest, it scores low at the initial stage 
and it is difficult to detect it. However, the highest buying 
inclination is indicated in the very early stage of 
preference categories, which means that the changes of 
customer preference must be detected accurately at its 
early stage to conduct effective sales promotions activities. 

Some of the management methods in two-
dimensional vector space consider the passage of time. In 
one of these methods, the value of each field element is 
decremented by multiplying it in every specific period by 
a specific modulus of less than 1. These results a high 
scored preference category in the past to be less scored if 
the category is losing interests from customers [4-5]. This 
method considers the preference categories in the past; 
however it is impossible to keep track of the transitions of 
preference categories. To keep track of the changes of 
customer preferences accurately, the preference 
information must be managed in three-dimensional vector 
structure with the additional time axis. 

5. Configuration of Customer Preference 
Database 

The three-dimensional vector method is an effective 
method to manage transition information of market trends 
and customer preferences that change over time. However, 
we need to address the problem of enormous data volume 
in order to apply it for data mining. In this chapter, we 
propose a method to compress the Customer Preference 
Database that is composed of three-dimensional vectors. 

5.1 Concept of Managing Customer Preference 
Database 

Figure 5 illustrates the configuration of the Customer 
Preference Database and the outline of storing method for 
customer preferences. This system is to manage customer 
preference information V to keep track of the transitions 
of customer preference categories and market trends that 
change over time. 

Firstly, we calculate Sc = {x1, x2,}, a set of 
preference strength score x, at the preference strength 
score calculation module to keep track of the observed 
behavior of customer c as the customer's preference. The 
customer c is managed and maintained in a customer 

management table that has a list C of customers or 
customer groups as a database. Each element x of the set 
Sc is the preference strength score that corresponds to the 
preference categories management table, which maintains 
a list of preference categories of customers. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5 Configuration of Customer Preference Database 

Next, at the preference category plot module, we plot 
customer preference information Vc = (c, Sc, t), where the 
customer c behaves at the time t with the preference 
strength scores Sc, on to the preference field which 
composed of customer, preference category, and time axes. 
The customer axis and the preference category axis 
correspond to the customer management table and the 
preference category management table respectively, and 
the time t is plotted on the time axis that is a series of unit 
time managed at the time management module. 

5.2 Compression Method for Vector Space 

The volume of information will be enormous in the 
Customer Preference Database when it is managed in 
three-dimensional vectors with customer, preference 
category, and time axes. This proposed system separately 
manages time axis from the two-dimensional preference 
field of customer and preference category axes (see Figure 
6). On the two-dimensional preference field, the customer 
preference information is expressed with preference 
vectors. For example, the current customer preference 
information is represented as a current preference vector 
Vt = (C, St, t), and the customer preference information at 
one unit time past is represented as a past preference 
vector Vt-1 = (C, St-1, t-1). 

Firstly, the preference transition extraction module 
compares a current preference vector Vt and a past 
preference vector Vt-1, and extracts the preference fields 
with different preference strength. Then the preference 
transition conversion module converts the extracted 
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information into a coordinate point (c, s) on the customer 
and the preference category axes and a set preference 
strength score xt-1 of the past preference vector, and store 
them into the preference transition storage module. In this 
way, the past preference vectors are stored in smaller 
volume. 

 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6 Storing Method for Preference Field per Unit Time  
 
When a unit time managed in time management 

module passes, the current preference vector Vt in the one 
unit time past becomes the past preference vector. 
Similarly, a new customer preference strength score 
calculated based on the customer's behavior at the past 
unit time becomes a current preference vector Vt+1 = (C, 
St+1, t+1). 

By repeating this procedure, the past preference 
vectors at each unit time are stored in preference transition 
module. Consequently, preference information of unit time 
is stored as sets of current preference vectors and 
preference transitions in the past. This method enables us 
to store information for the Customer Preference Database 
in small volume and without omission. 

6. Evaluation of Customer Preference 
Database 

This chapter describes the evaluation result of 
Customer Preference Database constructed in three-
dimensional vectors. The first section explains the 
methods of the experiment, the second section shows the 
evaluation of data compressibility rate in three-
dimensional vectors, and then third section describes the 
analytical results of customer preference information. 

6.1 Method of Experiment 

We have conducted a small size experiment by 
applying the proposed system to Behavior Targeting 
generation of a Web Publisher. This section describes the 
outline of the experiment and evaluates the proposed 
system on the experiment. 
The experiment is conducted in the following conditions: 

- Number of customers: 99 (employees and part-timers of 
the Web Publisher) 

- Number of categories: 538 (amended based on the 
contents categories defined by contents ID forum [19]) 

- Time period: 10 weeks (one week is considered as one 
cycle) 

The Data Collection Modules at access points extract 
keywords from the text data of Web pages accessed by the 
customers. The extraction is performed only on the 
<body> part of the HTML files and emphases with tags 
are not considered. 

A Data Collection Module firstly performs 
morphological analysis to divide the text data into words 
and to obtain the parts of speech information. Then it 
extracts keywords as NamedEntity, onomastic words, 
onomastic word strings, and word strings stored in the 
Keyword Database. 

A set of the extracted keywords and the customer ID 
ci are sent to the Data Register Module of the Marketing 
Server. The Data Register Module check each of the 
received keywords against the Keyword Learning 
Database to retrieve the score x of the keyword on each 
preference category St. This process is performed on every 
keyword to calculate Sc = {x1, x2, ...}, which is a set of 
the preference strength scores x for the preference 
category St. The Sc is written to the position where the 
customer ID ci and the preference category St are crossed 
in the current preference vector space Vt. When a value is 
already written in the position, the new score is simply 
added to the existing value. 

6.2 Evaluation of Data Compressibility Rate in 
Three-Dimensional Vector 

The vector space V is a two-dimensional vector space 
that is composed of category and customer axes for a unit 
time. It is implemented as integer arrays of 4 bytes and 
simply stores a unit of data in 12 bytes in total (4 bytes 
each for category axis, customer axis, and preference 
strength score). 

As a result of the experiment, even the simple method 
like this enables us to store the past preference vector 
information for a unit time, which is managed in the time 
management module, in the size less than 5% of the 
preference vector space V in the preference transition 
conversion module. 
- Each customer c is interested in only less than 10% of 

categories among the ones managed in the preference 
category table, 

- Only 20% of customers in maximum react to new 
categories that are recognized through advertisements or 
social phenomena, and 

- Customers react to only 5 or 6 new categories in 
maximum (only 1% of total number of categories) that 
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are recognized through advertisements or social 
phenomena. 

Fig. 7 Compressibility Ratio of Two-dimensional Vector Space V 

Implementing a preference field in a three-
dimensional array requires enormous size of storage. For 
example, when you have one million customers and a 
thousand preference categories, and if a unit time is one 
week and one year consist of fifty unit times, four bytes of 
a preference strength score leads the total volume of a 
preference filed to approximately 200 GB. 

The handling is not easy if Customer Preference 
Database becomes large-scale. However, if it becomes 
about 5% of data about capacity, i.e., 10GB, like an 
experiment result, it will become possible to deal with it 
enough also with a personal computer. 

The behavior information of customers enables 
variety of analyses. For example, transitions of customer 
preferences and market trends can be observed in various 
time passages by adjusting the length and the cycle of the 
unit time. It is also possible to link this system to existing 
statistics tools to make various analyses such as regression 
analysis and factor analysis. 

6.3 Analytical Results of Customer Preference 
Information 

Then we have analyzed the results of clustering 
customer preference information stored in three-
dimensional vectors. 

We firstly retrieve the customers who showed 
preferences on the category "Sub notebook computer" on 
6th. and 7th. weeks, and twelve customers are extracted. 
In this period, the major Japanese PC manufacturers 
introduced portable sub notebook computers to the market. 
We investigate the preference transition of these 
customers from 1st. to 5th. weeks. 

Figure 8 shows the preference transitions of these 
twelve customers from 1st. to 7th. weeks. The figure 
indicates that some of these customers are clustered into 
the following two groups: 

A) three customers who transited to "Sub notebook 
computer" from the area "Portable devices" such as 
"Portable AV devices" or "PDA" (indicated by triangle 
markers) 

B) five customers who transited to "Sub notebook 
computer" from the area "Personal computer" such as 
"Desktop computer" or "Notebook computer" via the 
area "Economics" (indicated by square markers). 

As a result of further investigation, we find that the 
customer A1 (indicated by black triangle markers) and B1 
(indicated by black square markers) use the Internet far 
frequently than the others. Although the customer A1 and 
B1 show their preferences to the same areas as the others, 
they always collect information actively and therefore 
their preferences transit one step ahead of the others. This 
indicates the possibility to make appropriate 
recommendations to the other members of each group by 
predicting the areas they will show interests in the future 
more accurately based on the preference transitions of the 
customer A1 and B1. 

Instead of clustering customers simply by their 
preferences, clustering them by the transitions of their 
preferences achieves higher clustering precision. 
Furthermore, it enables us to trace the preference 
transitions of trend leaders in the clustered customer 
groups, which serves as base information to make 
recommendations to the other group members for 
providing more effective Behavior Targeting. 

Since this experiment is small sized and is conducted 
against the customers who work in a single industry, we 
need to examine in future if the similar results can be 
achieved in larger experiments with broader ranges of 
customer types. However, Web Publisher has 
demographic information (basic customer information) 
such as address, age, and job, so that the various types of 
experiments should be available with it. 

 

 
 
 

Fig. 8 Preference Transitions of Customers 
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In the larger sized experiments, the fractionization of 
customer clustering and the increased number of customer 
groups may cause processing capacity problems. It is true 
that the heavy load is imposed on a database when 
managing customer preference information using 
multidimensional structured databases such as On-line 
Analytical Processing (OLAP) [20-22]. In our proposed 
method, however, the transitions of customer preferences 
are stored in three-dimensional vectors so that the 
customer clustering based on the preference transitions is 
accomplished only by matching vectors and can be 
executed at considerably higher speed. 

7. Conclusion 

In this paper, we have proposed an information 
management system to keep track of the transitions of 
market trends and customer preferences in real time. The 
extracted information is used for data mining that enables 
Web Publisher to provide the effective Behavior Targeting 
service. Using this system, we are able to precisely 
manage the information of customer preferences and 
market trends that change over time, which accordingly 
makes the result of analyses using various analysis tools 
highly reliable. 

This system enables Web Publisher, who provides the 
Behavior Targeting service, to determine which 
advertisements or recommendation should be provided to 
a specific customer. Especially on advertisements, not 
only the high hit ratio wins the advertisers' esteem but also 
the valuable information is obtained for determining 
which category of new advertisers they should target for. 

As future work, we need to improve the compression 
method of the Customer Preference Database. The 
structure of Customer Preference Database we propose is a 
set of two-dimensional vectors with customer and 
preference category axes that are managed per unit time. 
Considering these two-dimensional vectors as image data, 
the method to record only the changed points is very 
similar to the method for compressing image data. In 
future, we consider applying ISO/IEC IS15938 (MPEG-7) 
[23], an international standard for image data compression, 
to our Customer Preference Database. If this is 
accomplished, we can use low-priced hardware that 
processes MPEG data at higher speed. This should enable 
us to use shorter unit time for managing two-dimensional 
vectors and to grasp the transitions of customer 
preferences more accurately. 

The Keyword Learning Database is also play an 
important role for grasping customer preferences. We have 
proposed the method to update the Keyword Learning 
Database, however, we have not proposed a method to 
learn the scores for specific categories that each keyword 

has. In future, we also consider the method to learn the 
scores automatically. 
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