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Summary 
 
Many scientific works deal with the protein 
classification problem and various learning 
methods and descriptors are used in them. In this 
paper, we want to systematize the analysis of the 
behavior of learning algorithms according to the 
features extracted from the primary description of 
proteins. We have used n-grams descriptors by 
testing the interaction between various length n of 
n-grams and the characteristics of the supervised 
learning methods. The main conclusion is that 
moderate length of n-grams (n = 2 or n = 3, ...) 
and linear support vector classifier (SVM) give 
the best compromise. But, a thorough analyze of 
the results puts into perspective this conclusion: 
the main characteristic which influences the 
accuracy of the classifier seems to be the 
dimensionality of the representation space. 
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Introduction 

The functional and structural annotation of proteins is 
an important problem in Proteomics which involves a 
strong need for efficient techniques for the analysis of 
protein sequence data. Fortunately, in the last years, the 
area of machine learning techniques was extended to 
unstructured dataset such as text processing and 
combinatorial chemistry.  

In fact, the knowledge discovery framework [4], 
particularly text mining [11], represents a clear guideline 
for protein sequence analysis. In comparison to traditional 
approaches, text mining is characterized by two  
 
 

supplementary steps. The first step is the extraction of 
features from the original description in order to build an 
attribute-value table which is useful for ulterior data mining 
techniques. The second one consists of the selection of the 
"best" subset of features among the set produced by the first 
step. Indeed, he elevated  number of potential features, 
computational efficiency is of a primary importance.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Fig. 1 Evaluation Process 
 
 

Fig. 1 Evaluation Process 
 

In this paper, we use the text mining framework for a 
protein classification by giving their primary structures 
(Figure 2.). A protein sequence is a series of amino acids 
that have a specific order. There exist 20 amino acids that 
allow the description of a protein by a sequence of 
characters. Besides, proteins are grouped into several 
families according to the functions they perform, and all 
proteins contained in the same family have similar 
structures. Thus, by giving a set of proteins with known 
properties, we have to  look for  inducing classification 
rules that associate motifs to protein families (classes). This 
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problem can be considered as a classic data mining problem. 
The attributes used for data mining are the various existing 
motifs in each protein sequence. The machine learning 
algorithms permits to efficiently automate the discovery of 
a priori unknown predictive relationships from large 
datasets into computational biology [9]. Indeed, these  
research tools allow us to accelerate the manipulation and 
the treatments of the biological data. The classification 
process is showed in figure 1. 

 
The rest of this paper is organized as follows. In section 

2, we present the proteins representation modality that we 
used. In section 3, we present the different classifiers tested. 
Realized experiments and discussion of their results  are 
presented in section 4. Finally, conclusion and some further 
works are given in section 5. 

2. Protein representation 

2.1 n-grams extraction 

The used protein families in this work are 
well-selected from the data bank SCOP [10]  and are 
summarized in one file (Figure 2.). For each family, every 
line defines a protein by a sequence of characters. Besides, 
given the elevated length of every protein, it is necessary to 
choose the optimal features from the original data 
description in order to classify the proteins. In fact, text 
mining approaches [11] show that character sequence 
(n-grams) produces relevant results. And our goal is to 
define the optimal length (n) of the extracted sequences.  

In a previous work [8], we tested various values of n 
and we concluded that if the value of n is low, captured 
information will be of too bad quality. However, if it is high, 
features will be too specific and disturbed, but, the 
calculation time is therefore impracticable. Indeed, 
relatively to the n-grams length, the theoretical number of 
features is 20n. And in order to define the best size, we test 
many sizes(n = 2, n = 3, n = 4,...). 

 

 

 

 
Fig. 2 Protein family file 

2.2 Building attribute-value dataset 

The next step is the construction of the attribute-value 
table from the original unstructured dataset. For a given 

example,  several kinds of values can be attributed to a 
feature. It is possible to use the occurrence of features, their 
frequencies, or simply their presence/absence. In order to 
make the best choice from different representations, we 
have tested 4 kinds of data representation : 
• Boolean: indicates whether one n-gram is present within 

a sequence or not. 

w j
i  = 1 if i

jx > 0 and 0 else                     (1) 

• Occurrence: number of occurrences of one n-gram in a 
sequence. 

w j
i  =  i

jx                                                (2) 

• Frequency: relative frequency of one n-gram with 
regard to the number of 3-grams composing a sequence. 
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• TF*IDF: corrects the frequency of n-gram according to 
its frequency within the file. 
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The first data representation (Boolean) can give the 
impression that it is rather rough but several studies in the 
text mining domain showed their effectiveness. Besides, as 
we will use the genetic algorithms for feature selection in 
ulterior stages, it appears very reasonable to use a binary 
representation. Thus, our data table is Boolean where each 
line represents a protein and each column represents an 
n-grams. The binary value of a case indicates whether the 
relative n-grams belong (1) or not (0) to the considered 
protein (Figure 3.). 

 
 
 
 
 

Fig. 3  Learning boolean file. 

However, the number of the n-grams extracted for the 
given discrimination is variable with the value of n. And in 
this work, we are interested to identify the best classifier for 
every size of n. The experiments done show that every 
classifier has a kind of behavior with the size of n-grams.  

In the next section we present the functioning of the 
used classifiers in detail. 
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3. Classifiers 

It is always attracting in the experiments to show the 
results obtained using a large number of methods, then to 
mechanically select the best one with regard to a given 
criterion, which is often the generalization error rate. In our 
case, the situation is a little bit different, as we want to 
determine the method which appears most adequate 
according to the kind of descriptors (the length n of the 
n-grams) which we produce from the primary structure of 
proteins.  

 
In this article, we choose to show the behavior of 3 

learning methods which are very different from the point of 
view of their representation bias as well as from the point of 
view of their learning bias[5]. And what is most interesting 
in our context is that it was possible for us to understand 
their behavior from the characteristics of the dataset which 
we generated. 

The first algorithm that we implemented is the 
1-nearest neighbor [5]. This algorithm produces a 
nonlinear model which makes it possible to find complex 
forms. Its principal weakness lies in its incapacity to 
estimate in a reliable way the probabilities when one has 
very scattered data. This is the case when one has a great 
number of irrelevant descriptors or when the relationship 
between the number of descriptors and the number of 
observations is reversed. We can thus expect that the 
performances of this method degrade as we increase the 
size n of the n-grams. 

On the contrary, the support vector machine (SVM) 
has a very strong resistance to the noise [1]. From its very 
restrictive learning bias, expressed by the maximization of 
the margin, it is not very sensitive to very disturbed spaces 
of representation. This characteristic is accentuated by the 
fact that we chose a linear SVM. There were two reasons 
for this choice. The first reason is that the definition of the 
kernel is always difficult and is often based on the 
experimentation but we do not want to make this kind of the 
improvement, which brings us towards the overfitting, on 
our dataset. The second reason is that a linear model 
remains "readable", at least with regard to the sign of the 
computed parameters. The experiments show that the use of 
other kernels does not give better results on our dataset. 

Lastly, we chose an approach which proposes an easily 
interpretable classifier and which is the CART decision 
trees method [6]. This nonlinear model of prediction can 
be transformed into a rule based system. It will be very easy 
to interpret the results with biologists thereafter. Another 
positive point is that the algorithm integrates a process of 
selection during the training because it should not be 
affected by the profusion of descriptors. On the other hand, 
we know that this method, carrying out a strong 
fragmentation of the data, can quickly be limited when the 
learning set comprises few observations which is actually 

the case in this experimentation. 
In the following section, we will study the behavior of  

these learning methods in our protein classification context. 
We will try,  above all, to connect these results with the size 
n of the n-grams used to generate the descriptors. Let us 
note that we have restricted ourselves with Boolean 
weighting in this paper, indicating the presence or absence 
of one n-gram in a protein sequence. The other kinds of 
weighting such as the frequency or the TF/IDF, frequently 
used in the text categorization, were the subject of another 
study [7]. The results showed that no kind of weighting was 
really outperformed by the other. Thus, the Boolean choice 
was essential because it made it possible to use in an 
undifferentiated way the methods that work on discrete or 
continuous descriptors. 

4. Experiments and results 

4.1 Dataset and evaluation 

We randomly extracted 5 families of proteins in SCOP 
data bank [10] and we roughly have 50 observations in each 
family. 

Our goal is to recognize a family compared to another 
by using the supervised learning algorithm. We thus chose 
to oppose them two to two. This means that we have 10 
datasets made up on an average of 100 observations i.e. 100 
sequences of two families of proteins.  

The number of descriptors varies according to the 
length n of the n-grams. We chose to work on 3 levels of 
representation: n = 2, 3 and 4. For these values, the number 
of distinct n-grams extracted in each dataset increases very 
quickly (Table 1). We know that when n increases, the ratio 
between the number of descriptors and the number of 
observations also increases. So, we will quickly be 
confronted with the curse of dimensionality problem, and 
by-there an overfitting problem. 

Table 1 : Number of descriptors according to the length n of n-grams 

Proteins pairs 2-grams 3-grams 4-grams 
F12 400 6600 23408 
F13 400 6288 22515 
F14 400 6183 23662 
F15 397 6004 22790 
F23 400 7143 31973 
F24 400 7098 33185 
F25 400 7011 32126 
F34 400 6860 31809 
F35 400 6740 30954 
F45 400 6659 31904 

 
We compute the error rate using a resembling method. 

We chose a 5 X 2 cross validation which we repeat a great 
number of times. This approach is privileged because it 
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makes it possible to obtain slightly biased and relatively 
stable results [2]. In our context, of strong risk of overfitting, 
we seek to produce general results and to avoid being too 
dependent on our dataset.  

4.2 Results 

Linear SVM is the most successful one. Whatever the 
length of n-grams used, it exceeds the two other methods. 
We show in table 2 the average of the error rates computed 
on our dataset. Note that because we have randomly 
extracted the proteins families from the whole database, we 
can expect that the average of the computed error rate on 
these families is representative in the performance of each 
learning method according to the length n of the n-grams. 

Table 2 : Average error rate for each learning method on each data 
representation 

Method 2-grams 3-grams 4-grams 
1-NN 0.043 0.214 0.269 
SVM 0.032 0.038 0.081 

CART 0.210 0.155 0.141 
 
We also note that always concerning the SVM, if n = 2 

and n = 3  give equivalent results, the situation strongly 
degrades when we set n to 4 (Table 3) Therefore, we deduce 
that the choice of n = 4 gives irrelevant descriptors to 
discriminate the proteins. This conclusion must, however, 
be moderated by the fact that by increasing n, the dimension 
of the input space  is high. The research of the boundary 
between the families in a space, where examples are 
strongly disseminated in the space of representation, works 
badly. Even if the SVM are to handle with high 
dimensionality, there is a limit in their capacity to produce a 
stable border taking into account the characteristics of our 
data. 

Table 3: Detailed results for SVM algorithm on each pair of families 
Proteins pairs 2-grams 3-grams 4-grams 

F12 0.020 0.020 0.115 
F13 0.051 0.070 0.117 
F14 0.023 0.025 0.053 
F15 0.055 0.052 0.094 
F23 0.032 0.027 0.056 
F24 0.009 0.018 0.047 
F25 0.014 0.028 0.102 
F34 0.046 0.039 0.062 
F35 0.039 0.065 0.111 
F45 0.032 0.033 0.050 

 
The results obtained with the nearest neighbor method 

come to corroborate these conclusions. For n = 2, the 
method produces good results, close to those of the SVM. 
On the other hand, when we increase n (n >= 3), with 
thousands of descriptors compared with a hundred 
observations, it is impossible to carry out a reliable estimate 
of the probabilities, locally, in the neighborhood of the 
point to be classified. Thus, if n = 2 seems the good choice 

for nearest close, it is before all the consequence of the 
reduced number of the descriptor used for the training 
compared to the other choices (n >= 3). To evaluate this 
assertion, we have performed a very simple selection of 
variables for n = 3 which is suggested in [3]. We sorted the 
descriptors according to the chi-2 (or some information 
measure).  After some attempts, we decided to select the 25 
first features. The evaluation, using the cross validation, 
shows that the average error rate is 0.05, close to that 
obtained with the 2-grams (Figure 4.). We see also that 
when we have too many descriptors, the performance of the 
classifier decreases.  

 
 
 
 
 
 
 
 
 

 
 
 

Fig. 4 Error rate of 1-nearest neighbor according to the number of selected 
features 

 
 

The decision trees algorithm can bring answers to 
these questions. Indeed, they make it possible to 
automatically select the right descriptors, they should not 
suffer from the profusion of irrelevant descriptors. We, 
however, note that this method gives bad results whatever 
the length n of the n-grams is. The main explanation is 
probably the small size of our samples, more especially, as 
we subdivide our dataset during the cross-validation. The 
decision trees have as a characteristic to proceed by 
successive segmentations and to isolate the groups from 
observations coming from the same family. Mechanically, 
with the data fragmentation, the leaves of the tree hold few 
observations, the classifier is very unstable. CART 
accentuates that by needing a second part of the sample for 
post-pruning, we nevertheless noted same inefficiency with 
C4.5 [6]. 

 
When we study the detailed results (Table 1 and Table 

4),  we notice a new phenomenon. The method, by selecting 
the most relevant descriptors automatically shows that the 
best space of representation is not uniform whatever the 
problem treated. In our ten evaluations, we note that the 
4-grams produce the best results on 6 datasets. That means 
that this kind of  representation (n = 4) is not to set aside 
definitively. Its bad performance for the other methods 
seem to be related to the high dimensionality that it 
generates for the methods which do not integrate an 
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automatic feature selection process. 
 
 
 

Table 4. Detailed results for decision trees algorithm on each pair of 
families 

Proteins pairs 2-grams 3-grams 4-grams 
F12 0.167 0.213 0.159 
F13 0.265 0.290 0.300 
F14 0.211 0.048 0.120 
F15 0.246 0.165 0.159 
F23 0.173 0.230 0.189 
F24 0.180 0.141 0.073 
F25 0.143 0.139 0.141 
F34 0.247 0.125 0.088 
F35 0.259 0.134 0.121 
F45 0.208 0.068 0.063 

5. Discussion 

These results show that to set the value of n can only 
be a compromise. The learning method most adapted in the 
protein classification relies on the characteristics of the 
representation space resulting from the choice of n.  

 
Indeed, we must at the same time juggle with the low 

number of examples, the profusion of irrelevant descriptors, 
and its correlation, a representation space which makes the 
evaluation of the probabilities very difficult. In this context, 
it is not astonishing that the SVM, even linear, outperforms 
the other methods. From its very restrictive learning bias, it 
can handle the high dimensionality. But, we note that when 
the dimension is very high (n = 4), with a lot of irrelevant 
features, its performances are significantly degraded. When 
we perform a feature selection using the feature ranking 
method [3] for SVM with n = 3, we see that we obtain a 
very slightly reduction of the error rate, and we decrease 
significantly the number of selected features. In each pair of 
the families, we obtain results which are similar to 1-NN 
(Figure 4). One hundred of descriptors are useful for the 
classification process. 

 
A further highly significant deduction is that we 

cannot set definitively the length n of the n-grams for the 
protein classification process. Put aside the situation, very 
particular, of the nearest neighbors, the right length depends 
on the problem and the used learning algorithm. A trivial 
solution would be to generate all the 2-grams, all the 
3-grams, all the 4-grams, then to use a feature selection to 
choose the most powerful subset for the classification. But, 
this is an unsatisfactory approach because of several 
reasons. On the one hand, if we restrict to n = 4, perhaps it 
would be useful to try n >= 5 but the number of generated 
descriptors becomes very high. It is not tractable on a 
computer and a great number of descriptors will be 
redundant. This first approach  seems  to give an 

encouraging results according to the generalization error 
rate. On the other hand, it is unsatisfactory because in 
setting arbitrarily the length of n-grams, we restrict the 
scope of the solution. So, we have to manage 
simultaneously two problems. Firstly, we have to generate 
descriptors without ad hoc restriction on the length n of the 
n-grams. Secondly, we have to  perform a feature selection 
in order to remove irrelevant and/or redundant descriptors. 
Those founded on the partial correlation seem to give 
promising results. They also make it possible to quickly 
treat data containing thousands of descriptors in a 
reasonable time [12].  

6. Conclusion 

The realized work in this paper has aimed to present an 
optimal protein classification process. The process of 
getting the maximum benefit from it consists, on the one 
hand, in identifying the best couple of n-grams and 
classifier. On the other hand, the classification processes 
must be realized in a reasonable time. Therefore, we have 
variated  the size of n-grams between {2,3,4}, and then, 
evaluated every kind of n-grams with various classifier, 
such as KNN, Decision tree and SVM. The results show 
that the optimal couple is not the same usually. But the 
SVM and the decision tree classifiers give the best results 
respectively with 2-grams and 3-grams. We must note that 
when we use the feature ranking process, we ameliorate the 
error rate of classification with a spectacular reduction of 
the number of n-grams. 

 
In a future work, we would like to ameliorate these 

results by creating an heterogeneous n-grams set i.e. 
2-grams, 3-grams, 4-grams etc. After this, we would like to 
try to classify protein with the best subset n-grams from the 
initial set. 
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