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Summary 
In this paper, we propose a novel approach for evolving the 
architecture of a multi-layer neural network. Our method uses 
combined ART1 algorithm and Max-Min neural network to self-
generate nodes in the hidden layer. We have applied the 
proposed method to the optimal channel allocation problem in 
mobile cellular networks. Experimental results show that the 
proposed method has better performance than conventional 
neural networks and the resulting neural network computes the 
optimal guard channel number g within ignorable error bound for 
GoS. 
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1. Introduction 

The backpropagation network (BPN), which is also 
sometimes referred to as a multilayer perceptron (MLP), is 
currently the most general-purpose and commonly used 
neural-network paradigm [1]. The BPN achieves its 
generality because of the gradient-descent technique used 
to train the network. Gradient descent is analogous to an 
error-minimization process. But, BPN has a drawback. I.e., 
despite its popularity as an optimization tool and for 
neural network training, the gradient descent has several 
drawbacks such as local minima usually not meeting the 
desired convergence criterion [2,3,4]. Grossberg and 
Carpenter developed the adaptive resonance theory (ART). 
ART was developed to solve the learning instability 
problem suffered by standard feed-forward network [5,6]. 
The weights, which have captured some knowledge in the 
past, continue to change as new knowledge comes in. 
There is therefore a danger of losing the old knowledge 
with time. The weights have to be flexible enough to 
accommodate the new knowledge but not so much so as to 
lose the old. This is called the stability plasticity dilemma 
and it has been one of the main concerns in the 
development of artificial neural network paradigm [7]. 
Max-Min neural network uses fuzzy logic to update the 
weights in a multi-layer perceptron rather than the delta 
value which uses multiplication and addition operator [8]. 

Optimal channel allocation [9] is one of the important 
problems in mobile cellular networks. In this paper, we 
solve the problem using the combined ART1 algorithm 
and Max-Min neural network.  
There are two types of call in cellular networks: new call 
and handoff call. Handoff call occurs when a mobile 
station moves across a cell boundary. Optimality is 
achieved by minimizing the GoS (Grade of Service) in the 
sense of call blocking rate. GoS is defined by the 
following equation [10], 

                                  G o S P b P dω= +                                    (1) 

where Pb is the probability of blocking a new call, Pd is 
the probability of blocking a handoff call (dropping) and  
ω  is a weighting factor that decides how much emphasis 
is placed on handoff calls.  
To reduce the dropping probability of handoff calls, a 
fixed number of guard channels is reserved exclusively for 
the handoff calls [11]. By using the guard channel policy, 
dropping probability can significantly be reduced.  
However, reserving guard channels exclusively for 
handoff call could result in blocking probability increase. 
To find a balance between these two measures, we use 
equation (1) to consider the composite effect of dropping 
and blocking probabilities. To minimize the GoS, an 
optimal number of guard channels should be computed. 
 This paper presents an enhanced self organizing 
supervised learning algorithm using combined self-
generating model of ART1 and Max-Min neural network 
for enhancing recognition ratio and solving a problem of 
hidden layer’s node numbers. Finally, we construct a 
neural network deciding the optimal g using the proposed 
architecture. 
The remaining part of the paper is organized as follows. 
Section 2 describes the proposed architecture. Section 3 
covers the definition of the optimal channel allocation 
problem in cellular networks. We show experimental 
results and Performance Analysis in Section 4, and the 
paper concludes in Section 5. 
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2. Enhanced neural networks  

2.1 Enhanced ART1-based Self-Organizing 
Supervised Learning Architecture 

BP learning method used widely in multi-layer neural 
networks has a possibility of local minima due to the 
inadequate weights and the insufficient number of hidden 
nodes. So, we propose an enhanced neural networks by 
using self-organization that self-generates hidden nodes by 
the compound ART1 algorithm and Max-Min neural 
network [8]. The proposed network is presented with a 
large number of patterns and each hidden layer neuron 
represents the cluster center. The prototype pattern for 
each cluster is represented by the weights from the hidden 
neuron to the input neuron. Vigilance criterion is used to 
achieve unsupervised learning which determines the actual 
number of clusters.  
In the proposed architecture, the connection structure 
between input layer and hidden layer is similar to structure 
of the modified ART1. The output layer of the modified 
ART1 is used as hidden layer in proposal structure.  A 
node of hidden layer represents each class. The nodes in 
hidden layer are fully connected to nodes in input and 
output layers. In the case of backward propagation 
comparing target value with actual output value, we adopt 
a winner-take-all method to modify weighting factor of 
only the synapse that is connected to the winner class. The 
adaptation of weight of synapses between output layer and 
hidden layer is accomplished by Max-Min neural network. 
Fig.1 shows the proposed learning architecture. 
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Fig. 1 Enhanced ART1-based Self-Organizing Supervised Learning 
Architecture 

2.2 Enhanced ART1-based self-organizing 
supervised learning algorithm 

BP learning method used widely in multi-layer neural 
networks has a possibility of local minima due to the 
inadequate weights and the insufficient number of hidden 
nodes. So, we propose an enhanced neural network by 
using self-organization that self-generates hidden nodes by 
the compound ART1 algorithm and Max-Min neural 
network. The proposed network is presented with a large 
number of patterns and each hidden layer neuron 
The creation of the clustering layer nodes is based on the 
number of determining classes by input patterns. Based on 
ART1, we assume the number of maximum initial nodes 
of the hidden layer as the number of classes.  
Starting with one node, we allocate related classes to the 
initially suggested pattern from the input layer of the node. 
Next input patterns choose a winner for the nodes in the 
present states. If all the existing nodes fail to choose a 
winner, they add one node and allocate it to the class for 
the related pattern. In this way, patterns are sequentially 
suggested and the nodes for the class are created 
dynamically.   But the winner node chosen by the input 
pattern is not the representative class for the pattern. If the 
stored pattern of the winner node is similar to the input 
pattern, it becomes the winner. Otherwise, classification is 
repeated until we get a winner.  
The proposed algorithm uses a winner-take-all method on 
conventional backpropagation learning to change weights. 
When we classify the connection between the input layer 
and the clustering layer, and the connection between the 
clustering layer and the target layer, the winner node 
chosen from the clustering layer becomes the 
representative class of input pattern. Therefore, we should 
adjust the weights connected to the winner node from the 
clustering layer to the input layer. To reflect target value 
for the input pattern to the actual output value by the 
representative class, we change only the connection 
weights related to the target layer node and its 
representative class.  
  
The proposed learning algorithm as follows: 
  
Step 1. Initialize weights, bias term and vigilance 
threshold. 

10  where,        10  ,10  ,10
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Where jib  is the value of the top-down weight from 
neuron i  in the input layer to neuron j  in the hidden layer 
and jiw  is the value of the bottom-up weight from neuron 
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i  in the input layer to neuron j  in the hidden layer. kjw  is 
the value of a weight from neuron j  in the hidden layer to 
neuron k  in the output layer. kθ  is a bias term in the 
output layer. ρ  is the vigilance threshold, which 
determines how close an input has to be to correctly match 
a stored pattern. 
  
Step 2. Set target value kt  and train each input data ix . 
  
Step 3. Calculate output jo  in hidden layer. 

                         ∑
−

=
×=

1
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n

j jxjiwjo                             (3) 

Step 4. Select a winner node *
jo . 

                                    ][*
jj oMaxo =                                (4) 

The method that selects winner node for input data is that 
the winner node maximize output value jo  in hidden layer. 
  
Step 5. Compare vigilance threshold ρ  between the value 
of input data and stored pattern in the winner node. 

If  ρ≥
•
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||||

X

XT
, go to step 7.  Else, go to step 6. 

Step 6. Reassign zero to *
jo  in the winner node and go to 

step 4. 
  
Step 7. Update the connection weights of the winner node 
between hidden layer and input layer. 
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Step 8. Calculate node’s NET for output layer using the 
winner node’s output *

jo  in hidden layer and the 
connection weight *kjw  between hidden layer and output 

layer. And then calculate the output ko  of output layer 
using max( ∨ ) operator. 
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Where “ o ” denotes max-min composition. 
  
Step 9. Update the connection weights between output 
layer and hidden layer and bias term. 
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Where α  is the learning rate and β  is the momentum. 
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Step 10. For all training pattern pair, if (TSS<Error 
Criteria) then stop learning. 

3. Optimal channel allocation problem 

3.1 Cellular system description 

We consider the performance model of a single cell in 
mobile cellular networks. Let 

vnλ  be the rate of the 
Poisson arrival stream of new calls and 

vhλ  be the rate of 
Poisson stream of handoff arrivals. An ongoing call (new 
or handoff) completes service at the rate 

vtμ and the mobile 
engaged in the call departs the cell at the rate voutμ  . There 
are a limited number of channels S, in the channel pool. 
When a handoff call arrives and an idle channel is 
available in the channel pool, the call is accepted and a 
channel is assigned to it. Otherwise, the handoff call is 
dropped. When a new call arrives, it is accepted provided 
that g+1 or more idle channels are available in the channel 
pool; otherwise, the new call is blocked. Here, g is the 
number of guard channels. We assume that g < S in order 
not to exclude new calls altogether.  
Let C(t) denote the number of busy channels at time t, then 

}0),({ ≥ttC  is a birth–death process as shown in Fig. 2. 

0 1 n-1 n n+1 S-g S

Λ(0) Λ(n-1) Λ(n) Λ(S-1)

M(1) M(n) M(n+1) M(S)

... ... ...
    

Fig. 2 Markov chain model of  mobile cellular handoff 
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Let voutvtvhvn μμμλλλ +=+=   , . The state-dependent 
arrival and departure rates in the birth–death process are 
given by 
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Because of the structure of the Markov chain we can 
easily 
write down the solution to the steady–state balance 
equations as follows. Define the steady–state probability 
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where 
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Now we can write expressions for the dropping 
probability for handoff calls  
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Similarly, the expression for the blocking probability of 
new calls is  
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 Note that if we set g=0 then expression (14) reduces to 
the classical Erlang-B loss formula. In fact, setting g=0 in 
expression (13) also provides the Erlang-B loss formula 
[9].  

3.2 Optimization for guard channel 

We consider the problem of finding the optimal number g 
for guard channels such that GoS is minimized. In order to 
solve the optimization problem, the proposed learning 
algorithm is used. 
With different new call arrival rates, the corresponding 
handoff call arrival rates vary accordingly. To capture this 
dynamic behavior, a fixed point iteration scheme is 
applied to determine the handoff arrival rates [12]. To 
specify and solve the Markov chain models, the tool SPNP 
[13] is used. 

4. Experimental results  

The experimental procedure includes four stages: (1) As 
training data, the optimal guard channel numbers under 
various S, ω , 

vnλ  are obtained using SPNP; (2) The 
proposed learning algorithm is applied to the optimal 
guard channel numbers; (3) To show the optimality, 
compare the result of the neural network to the solution of 
Markov chain models for unlearned combinations of S, ω , 

vnλ ; (4) And finally, the performance results are compared 
to the performance of conventional backpropagation 
algorithm. 
    
As a first step of our procedure, we find a value of g that is 
minimizing the GoS according to the result shown in Fig.3 
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Fig. 3 GoS versus guard channel numbers 

In the training experiment, 420’s the optimal guard 
channel numbers were used. In step 3, to achieve the 
accuracy of our proposed algorithm, 100 random data is 
tested by comparing it with the Markov chain model 
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(SPNP) and only 4 cases have different results as shown in 
Table 1. The presented results from the two methods in 
Table 1 show negligible difference. 

Table 1: Comparison of GoS  

S vnλ  ω SPNP 
g (GoS) 

Proposed Algorithm 
g (GoS) difference

11 7 3 2 (0.4996) 3 (0.5046) 0.0050 

13 8 3 2 (0.4560) 3 (0.4578) 0.0018 

9 8 2 1 (0.1640) 2 (0.1668) 0.0028 

23 12 3 2 (0.2769) 3 (0.2784) 0.0015 

 
As shown in Table 1, all 420’s the optimal guard channel 
numbers were successfully trained from the proposed 
algorithm and 96’s the optimal guard channel numbers 
were recognized successfully out of a total of 100’s test 
data. Therefore, the accuracy of recognition rate is 96% in 
this study. 
Table 2 represents comparison of epoch’s number and 
TSS through proposed method and conventional 
backpropagation algorithm. 

Table 2: Learning results of each learning method 

 Epoch number  TSS 

Conventional 
Backpropagation 1305 0.089961 

The Proposed 
Algorithm 701 0.077842 

 
The initial connection weights used for training in each 
algorithm were set to values between –1 to 1. And the 
learning rate and the momentum were set to 0.5 and 0.5 
for the two recognition algorithms, respectively. For the 
proposed algoritm, the vigilance parameter used for the 
creation and update of clusters was empirically set via the 
priority test. Based on simulation results the optimum 
value for the vigilance parameters for traning data was set 
as 0.8. Table 1’s results represent result of training with 
error limit 0.09. In backpropagation algorithm, when we 
set 10~30 nodes of hidden layer, we obtained the fact that 
the case of 18 nodes has good performance (fast training 
time, high convergence). Therefore, Table 1 represents a 
result of training (case of 18 hidden nodes). In the 
proposed method, because we applied ART1 as structure 
of between input and hidden layer, it produced 20 hidden 
nodes after training. 
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Fig. 4 Variance of TSS according to learning methods 

Fig. 4 shows the curve that is the sum of the square of 
errors in the backpropagation and the proposed method. 
As shown in Fig. 4, the proposed method wins the 
conventional methods in terms of the speed of the initial 
convergence and training time. Through experimental 
results, we know that the proposed method spend less 
training time than conventional training method, and have 
a good convergence ability. This is based on the fact that 
winner-take-all method is adopted to the connection 
weight adaptation, so that a stored pattern for some pattern 
gets updated. Moreover, the proposed method reduced the 
possibility of local minima due to the inadequate weights 
and the insufficient number of hidden nodes. 

5. Conclusions 

This paper proposes an enhanced supervised learning 
algorithm by using self-organization that self-generates 
hidden nodes by the compound Max-Min neural network 
and modified ART1. From the input layer to hidden layer, 
a modified ART1 was used to produce nodes. And 
winner-take-all method was adopted to the connection 
weight adaptation, so that a stored pattern for some pattern 
gets updated.  
Using the proposed architecture, we construct the neural 
network algorithm for optimal channel allocation problem 
in mobile cellular networks. 
The Experimental result shows that the proposed method 
did not sensitively responded about moment, had good 
convergence ability, and had less training time than 
conventional backpropagation algorithm. We must 
enhance hidden node number’s increase according to 
vigilance variable’s changes.  
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