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Summary
Aim to retrieving reusable business components, an approach of business component identification based on feature matching is proposed. First a domain business model is proposed, and the main business entities in the model have business objects, business operations, events and business activities. Based on the model that two concepts of feature and equivalent feature relation are presented, and the rule of judging equivalent feature relation and algorithm of parting feature set are given. For identifying reusable business components, a hierarchical clustering technique based on graph is proposed. In the process of clustering, we give formula of calculating similarity among business entities which extends Sorenson Coefficient. To acquire high quality business components, we give quality metrics to evaluate the quality of business components.
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Introduction
Component-Based Software Development (CBSD) is a key technology to tackling reconfiguration of enterprise information system. With the rapid development and maturation of the standard of component model such as CORBA, DCOM and EJB, The Component-Based Software Development has been widely applied to development of enterprise information system [1, 2]. CBSD is different from traditional methodology of software development, it mainly emphasis on retrieving reusable components, and these components retrieved are assembled to implement the functions of application system [3]. Identification and design of reusable component is the premise of CBSD, currently there are some methods have been brought forward for resolving this problem. In general, we classify those methods into two categories: Identifying from domain business model and mining from legacy system. In this paper, we mainly study on identifying reusable components from domain business model [4].

Structure analysis methods abstract domain business model as mathematical notations, such as tree structure or a graph structure. Using cluster analysis, a domain business model can be partitioned into sub-structures, and each sub-structure is taken as a candidate component. Currently the main methods of structure analysis have COMO [5], O2BC [6], and CRWD [7] and graph decomposition [8, 9]. Feature matching methods classify similar entities according to their features, and these methods also depend on the similarity measures and clustering algorithms being used. Wigglers [10] gives an overview of software clustering techniques and suggests the use of the term ‘entity’ to describe elements being grouped together and ‘feature’ to denote the attributes of these entities. The representative feature matching method is the F³ reuse methodology proposed by AIPA [11, 12]. In this methodology, reusable conceptual components are constructed from schema families stored in the Design Library using descriptors. They calculate the conceptual distance between components in different schemas and cluster them according to similarity levels based on the computation of an affinity measure between components. A disadvantage of this method is that the results of partition excessively depend on weights which are set by designer so that it is difficult to apply into practice [13].

In this paper, a design method of reusable business component based on feature matching is proposed. In our approach, the concepts of feature and equivalent feature relation are presented. To avoid setting weight by manual, we propose formula of calculating similarity among business entities that extends Sorenson Coefficient. To acquire high quality business components, our method gives approach of selecting optimal business components.

The remainder of this paper is organized as follows. First domain business model of enterprise information system are proposed in section 2. The design method of reusable business component is proposed in section 3, and conclusion in section 4.

2. Domain Business Model Specification
A business model can be decomposed into a set of business processes and each business process can be decomposed into business activities that involve business objects operating on a business state with business operation [14]. In this paper, we are interested in analyzing similarity of business activities whose objective is to acquire reusable business activity components to
satisfy a set of information systems in same domain. In the following, we will give some basic definitions.

Definition 1 Business objects represent the concepts of real world things in enterprise such as items, product and planning etc. A business object can be defined as: \( bo=(n, A) \), where \( n \) is name of business object. \( A = \{a_1, a_2, \ldots, a_n\} \) is the set of attributes which can be classified into individual attribute and composite attribute. A individual attribute can be defined groups of individual attributes logically related and grouped. A composite attribute can be defined as:

\[
\text{Definition 2} \quad \text{Business operation represents actions on business objects. A business operation can be defined as: } \text{boop}=(n, \ t, BO), \text{where } n \text{ represents name of business operation. } t \subseteq \{\text{Create, Modify, Delete, Transform, Query}\} \text{ represents type of business operation } [15]. \text{BO is the set of business objects that are operated by boop.}
\]

Definition 3 Business activities are driven by events that can be classified into three categories: requirement events, notification events and time events. An event can be defined as: \( e=(n, t, D) \), where \( n \) is name of event. \( t \subseteq \{R, N, T\} \) is type of event, and \( D \) is description information about event.

Definition 4 A business activity can be defined as: \( ba=(n, \ BO, E, BOP, \prec, \mu) \), where \( n \) is name of business activity. \( BO=\text{In-BO} \cup \text{Out-BO} \) is the set of business objects, here \( \text{In-BO} \) is the set of input business objects, and \( \text{Out-BO} \) is the set of output business objects. \( EO=\text{In-E} \cup \text{Out-E} \) is the set of events, \( \text{In-E} \) is the set of trigger events, and \( \text{Out-E} \) is the set of raise events. \( \text{BOP} \) is the set of business operations. \( \prec \) is an irreflexive transitive binary relation on the set \( E, \mu: E \rightarrow \text{BOP} \) is a mapping form \( E \) to \( \text{BOP} \), which denote the trigger relations between events and business operations. Because a business operation can be triggered by more than an event, \( \prec \) is not one-one mapping.

Business models belonging to same application domain are stored into a business model library, hence a domain business model can be represented as: \( DBM=\{\text{Lib-Id, BM-Set, Des}\} \), where \( \text{Lib-Id} \) is he identification of domain business model library, \( \text{BM-Set} = \{BM_1, BM_2, \ldots, BM_n\} \) is set of business models belonging to same application domain, and \( \text{Des} \) is the description information about the application domain.

3. Method of reusable business components design

Traditionally, a software component is defined as a self-contained piece of software with well-defined interface or set of interfaces [14]. A larger-grained component called a business component focuses on a business concept as the software implement of an autonomous business concept or business process [15]. Business components vary from traditional software artifacts such as code segment, class and procedure etc. Traditional software artifacts are mostly fine-grained and technical-oriented of the domain. Business components, on the other hand, are more coarse-grained and provide a high-level business-oriented representation of the domain, and they express future components and the relations of those components. In this paper, an approach will be given to help the designer to select similar business activities in domain business model and define reusable business activity components from them.

3.1 The Domain Thesaurus

To evaluate similarity between business activities in different business model in same domain, we refer to the domain thesaurus containing semantic information. A thesaurus usually is sets of dictionaries, every one of which stores the terms featuring about some aspect in a domain. In our domain thesaurus, the terms can be extracted from names of business elements (business objects, attributes of business objects, business operation, events and business activities) in domain business model.

Each dictionary in domain thesaurus is structured as a directed graph. Nodes of the graph represent the terms and directed edges between nodes represent the partial relations between terms. The term distance between two terms \( n_i \) and \( n_j \) in a dictionary is defined as an associative distance as follows:

\[
d(n_i, n_j) =
\begin{cases}
0 & \text{if } n_i \text{ is the same as } n_j; \\
1 & \text{if } n_i \text{ is a direct sucessor of } n_j; \\
\frac{d(n_i, n_k) + d(n_k, n_j)}{-d(n_j, n_i)} & \text{if } n_j \text{ is the sucessor of } n_i; \\
\frac{\infty}{\text{if there does not exist a path from } n_i \text{ to } n_j};
\end{cases}
\]

The distance reflects a semantic similarity between two terms. The longer the distance is, and the less the similarity is. The similarity degree between two terms \( n_i \) and \( n_j \) can be defined as: \( SIM(n_i, n_j) = 1/(d(n_i, n_j) + 1) \). According to this definition, \( SIM(n_i, n_j) \) is a numerical value in the range \([0, 1]\). \( SIM(n_i, n_j) = 1 \) denotes \( n_i \) and \( n_j \) are
same concept, and \( \text{SIM}(n_i, n_j) = 0 \) denotes \( n_i \) and \( n_j \) have no any relationship. If \( 0 < \text{SIM}(n_i, n_j) < 1 \), it denotes \( n_i \) and \( n_j \) exist semantic relation, the bigger the value is, and the more similar \( n_i \) and \( n_j \) are.

### 3.2 Thesaurus Business Elements Similarity

In domain engineering, the meanings of features are very abroad [16, 17]. In our methodology, the features denote business elements that need to be implemented by information systems, such as attributes, business objects, business operation, and business activities etc. Table 1 gives the features of some business elements in domain business model. In this paper, we use symbol \( \Omega \) to denote the set of all features in same application domain. In the following, we introduce the concept of similar feature relation.

<table>
<thead>
<tr>
<th>Business Element</th>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Business object</td>
<td>Attribute</td>
</tr>
<tr>
<td>Business operation</td>
<td>Business object</td>
</tr>
<tr>
<td>Business activity</td>
<td>Event, Business object, Business operation, behavior characteristic</td>
</tr>
</tbody>
</table>

**Definition 5** Let \( f_i, f_j \in \Omega \) be two features, if \( f_i \) and \( f_j \) express same or similar function requirement in same domain, then \( f_i \) and \( f_j \) satisfy similarity relation, denoted as \( f_i \sim f_j \).

**Characteristic 1:** Let \( \sim \) be similarity relation on \( \Omega \), \( \sim \) is reflexive, symmetric and transitive.

**Definition 6** Let \( F \subseteq \Omega \) be a feature set, for every feature \( f \in F \), similar feature set of \( f \) is defined as: \( \{ f \sim \} = \{ f' \mid (f' \in F) \land (f' \sim f) \} \).

**Definition 7** Let \( \sim \) be similar relation on set \( F \), partition on set \( F \) can be defined as: \( F/\sim = \{ \{ f \sim \} \mid f \in F \} \).

Feature set are composed of features, those features can be divide into a set of similar feature sets. In the follows, we give the algorithm of parting feature set:

**Algorithm 1: Part Feature Set**

**Input:** \( F = \{ f_1, f_2, \ldots, f_n \} \)  
**Output:** \( F/\sim = \{ \{ f \sim \} \mid f \in F \} \)

**Algorithm description:**

1. \( TF = F; F/\sim = \phi \)
2. for \( (f \in TF) \)
3. \{  
4. Add \( \{ [f_i] \sim, f_i \} \);  
5. Remove \( (TF, f_i) \);  
6. for \( (f_j \in TF) \)
7. \{  
8. if \( (f_j \sim f_i) \)  
9. \}  
10. Add \( \{ [f_j] \sim, f_j \} \);  
11. Remove \( (TF, f_j) \);  
12. \}  
13. \}  
14. Add \( \{ [f_i] \sim \} \);  
15. \}

The functions used in the algorithm are defined as follows:

- Add \( \{ [f_i] \sim, f_i \} \) add element \( f_i \) into set \( [f_i] \sim \).
- Remove \( (TF, f_i) \) delete element \( f_i \) from set \( [f_i] \sim \).

In this paper, we use feature matrix shown as table 2 to calculate the similarity between two feature sets. Different to the approach followed by Davey and Burd [18], we use feature sets as entities and similar feature sets as attributes of these entities. Let \( M = \{ F, F/\sim \} \) be a feature matrix, where \( F = \{ F_1, F_2, \ldots, F_n \} \) is the set of feature sets, and \( F/\sim = \{ [f_i] \sim, [f_j] \sim, \ldots, [f_n] \sim \} \) is the set of similar feature sets which are constructed form all features in \( F \). If \( F_j (1 \leq j \leq m) \) exists a feature \( f \) that belongs to \( [f_j] \sim(1 \leq j \leq n) \), then sets \( m_0 = 1 \), else sets \( m_0 = 0 \).

In feature matrix, there are four match relations between two feature sets, they are 1-1 called \( m_1 \), 1-0 called \( m_2 \), 0-1 called \( m_3 \), and 0-0 called \( m_4 \). Assume their amounts are respectively \( a, b, c \) and \( d \).

**Table 2 Feature Matrix**

<table>
<thead>
<tr>
<th>Feature Set</th>
<th>Similar Feature Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>F_1</td>
<td>F_2</td>
</tr>
<tr>
<td>P_1</td>
<td>1</td>
</tr>
<tr>
<td>P_2</td>
<td>0</td>
</tr>
<tr>
<td>P_3</td>
<td>0</td>
</tr>
<tr>
<td>P_4</td>
<td>0</td>
</tr>
<tr>
<td>P_5</td>
<td>0</td>
</tr>
<tr>
<td>P_6</td>
<td>0</td>
</tr>
<tr>
<td>P_7</td>
<td>0</td>
</tr>
</tbody>
</table>

In feature matrix, \( 1 \) is similarity between feature sets, \( 0 \) is not similarity between feature sets.
Definition 8: Let $F_i$, $F_j \subseteq \Omega$ be two feature sets, if $F_i$ and $F_j$ satisfy: $SIM(F_i, F_j) > \beta$ ($\beta$ is threshold of similarity degree between feature sets), then $F_i$ and $F_j$ satisfy similarity relation, denoted as $F_i \sim F_j$.

According to the definitions, we give the methods to judge similarity relations of attributes, events, business objects and business operations in domain business model as follows:

- Let $a_i=(n_i, T_i, D_i)$ and $a_j=(n_j, T_j, D_j)$ be two individual attributes, if $a_i$ and $a_j$ satisfy: $(SIM(n_i, n_j) > \alpha) \land (T_i = T_j) \land (D_i = D_j) \land (D_i \subset D_j) \land (D_j \subset D_i))$, then $a_i \sim a_j$.
- Let $a=f(a_1, a_2, \ldots, a_n)$ and $b=g(b_1, b_2, \ldots, b_n)$ be two composite attributes, $f$ and $g$ is respectively name of attribute $a$ and $b$, if $a$ and $b$ satisfy condition: $SIM(f, g) > \alpha \land (n=m) \land (a_1 \sim b_1) \land (a_2 \sim b_2) \land \ldots \land (a_n \sim b_n)$, then $a \sim b$.
- Let $e=(n_i, t_i, D_i)$ and $e=(n_j, t_j, D_j)$ be two events, if $e_i$ and $e_j$ satisfy: $(SIM(n_i, n_j) > \alpha) \land (t_i = t_j)$, then $e_i \sim e_j$.
- Let $bo_1=(n_i, A_i)$ and $bo_2=(n_j, A_j)$ be two business objects, if $bo_1$ and $bo_2$ satisfy: $(SIM(n_i, n_j) > \alpha) \land (SIM(A_i, A_j) > \beta)$, then $bo_1 \sim bo_2$.
- Let $bop_1=(n_i, t_i, BO_1)$ and $bop_2=(n_j, t_j, BO_2)$ be two business operations, if $bop_1$ and $bop_2$ satisfy: $(SIM(n_i, n_j) > \alpha) \land (t_i = t_j) \land (SIM(A_i, A_j) > \beta)$, then $bop_1 \sim bop_2$.

In above conditions, $\alpha$ is the threshold of names similarity. A threshold is imposed on similarity relations to filter out names with low similarity degree.

3.3 Business component clustering algorithm

Given a domain business model, we can calculate the similarity between business activities in different business models. Intuitively, if two business activities have a lot of common features, then they are likely to express same or similar function requirement. Reusable business activities components can be defined from clusters of similar business activities by abstracting their common features. Business activity can be divided into five facets: input business object facet, output business object facet, trigger event facet, raise event facet and business operation facet. Every facet is made up of a set of features.

In this paper, we extend Sorensen coefficient to calculate similarity degree among more than two feature sets. In multi feature sets, there are three match relations: $T_i$, $T_2$ and $T_3$, where $T_i$ is represented as $(1, 1, \ldots, 1)$, $T_2$ is represented as $(1, 1, \ldots, 0, 0, \ldots, 1)$, and $T_3$ is represented with $(0, 0, \ldots, 0)$. Assume the amount of $T_i$, $T_2$ and $T_3$ are respectively $a$, $b$ and $c$, so the similarity among multi feature sets $FS\{F_i,F_2, \ldots, F_k\}$ can be defined as: $SIM(FS)= a/(a+b) \sum_{i=1}^{k} r(b_i)$, where $b_i \in T_2$, $r(b_i)$ represents proportion of 0 in $b_i$. If the amount of feature sets is 2, then $SIM=2a/(2a+b)$ which is Sorensen coefficient. For example, in table 2, the amount of $T_1$, $T_2$ and $T_3$ is respectively 2, 3 and 3 among $F_1$, $F_2$ and $F_3$, so $SIM=1/(1+(2/3+2/3+1/3+2/3+2/3))=3/14$.

We use undirected weighted graph to store similarity between two business entities. In this graph, vertexes represent business entities, and edges that store similarity between adjoining vertexes represent their relationship. Formally, the undirected weighted graph is defined as: $G=(V, E)$, where $V=\{v_1, v_2, \ldots, v_n\}$ is set of vertexes, $E=\{(v_i, v_j, w) \mid v_i, v_j \in V (v_i \neq v_j) ; w=SIM(v_i, v_j) (w>0)\}$ is set of edges. According to above definition, if $SIM(v_i, v_j)=0$, there isn’t edge between $v_i$ and $v_j$.

To identify reusable business components, we propose a hierarchical clustering method based on graph. In this method, we use above formula proposed calculate similarity between two clusters. The algorithm for identifying reusable business component is depicted as following:

Algorithm 2: Clustering algorithm based on graph

Input: Feature matrix $M=\{BE-Set_i, F_i/\sim\}$; Graph $G=(V, E)$ storing similarity between two business entities in $BE-Set_i$; $\theta$ as the similarity threshold to choose the high reusable business components; $s$ is the size threshold for the result of clustering.

Output: partition of set $BE-Set: P(\{BE-Set_1, BE-Set_2, \ldots, BE-Set_k\})$, partition satisfy condition: (1) $BE-Set_1 \cup BE-Set_2 \cup \ldots \cup BE-Set_k = BE-Set (k \leq s+m)$; (2) $BE-Set_i \cap BE-Set_j = \emptyset (1 \leq i, j \leq k; i \neq j)$.

Algorithm description:

1. $P \leftarrow \emptyset$
2. for($e \in E$)
   3. { 
   4.     if($w(e) < \theta$)
   5.       $DeleteEdge(G, e)$;
   6.   } 
   7. while ($|V| \geq s$) 
   8. { 
   9.     $e=GetMaxweightEdge(G)$;
   10.    $ReConstructGraph(G, M, e, \theta)$;
   11. } 
12. $P \leftarrow V$;
In above algorithm, first delete these edges whose weights are lower than threshold $\theta$ in graph $G$. Then, according to hierarchical algorithms, once select the edge whose weight is high than others, and then group them into a new vertex. The functions used in the algorithm are defined as follows:

- DeleteEdge($G, e$) delete edge $e$ from graph $G$;
- GetMaxweightEdge ($G$) return maximum weighted edge form graph $G$;
- ReConstructGraph ($G, M, e, \theta$) is used to reconstruct graph $G$, when combining vertex $u$ and $v$ that belong vertexes of edge $e$. When combining vertex $u$ and $v$ to a new vertex $z$, assume that there is a vertex $k$ are linked with both vertex $u$ or vertex $v$, the weight of edge $(k, z)$ can be recalculated in term of feature matrix $M$. In process of each cluster, these edges whose weights are lower than threshold $\theta$ are deleted. In the following, we use business objects in Table 2.

*to illustrate the process of clustering. Fig 2(a) shows the weighted graph storing all weights between two business objects. Let $\theta=1/2$ and $s=1$, because weight of edge $(BO_1, BO_3)$ and edge $(BO_2, BO_5)$ are lower than $\theta$, they are deleted from $G$. Fig 2(b) shows the graph whose corresponding edges are deleted. Fig 2(c) and 2(d) show the middle results in the process of clustering, and fig 2(e) is the last result of clustering. According to our method, it can identify two business components: $BC_1=\{BO_1, BO_2\}$ and $BC_2=\{BO_3, BO_4, BO_5\}$.*

3.4 Definition of reusable business components

The designer uses selected clusters of business entities to define reusable business components which are stored into reusable business components library for reuse in cross application systems. In general, a reusable business component includes three types of features: Mandatory feature, Optional feature and Alternative feature.

- Mandatory feature: All business models in a domain business model possess features which express common business requirements.
- Optional feature: Part of business models but not all in a domain business model possess features which express diversity business requirements.
- Alternative feature: Different business models in a domain business model have different disposal methods on same business requirement, which express changeability requirements.

XML, as a standard documentation, supports both description of business components in the phase of requirements and provides Web-native programming development. In this paper, we use XML represent business components identified above. For example, In Figure 2, we can identify two reusable business object components: $BC_1$ and $BC_2$. Figure 3 gives the representation of $BC_1$.

4. Conclusion

This paper present a design method of reusable business components based on feature matching. The design method proposed has been applied into business components design of ERP [19]. Based on the method, the reusable business component extract tool (RBCET) has been designed and implemented to assist the designer to cluster similar business entities and define reusable business components. These components identified are organized in a Library called reusable business component library that constitute a repository of the core knowledge of an enterprise in a given domain. Developer can develop software in term of the definition of business components in the library and re-users can retrieve reusable component from the library.
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