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Summary 
In this work, we provide a formal model of open systems under a 
global attack and of distributed intrusion detection processes. 
The types of attacks we consider share the characteristic that 
upon their initiation and while they are in progress, they produce 
sufficient network traffic (e.g. port scanning) so that local 
detectors can find sufficient evidence of the attack and report it. 
We call such attacks bursty. We also postulate properties of local 
detectors that allow the construction of a fast responding global 
detector. The global detector works in two levels and it is able to 
suitably combine local and, possibly, inconclusive information 
glimpses of a suspected ongoing attack in order to decide 
whether an attack is actually in progress or not, accompanying 
this decision by a confidence level value. Our overall scheme 
reduces the error probability exponentially fast to zero as a 
function of the number of (concurrent and almost simultaneously 
obtained in a distributed fashion) local reports with the only 
requirement that only a small fraction of them reflecting the true 
attack status (i.e. attack or no attack). We also provide a 
methodology for implementing consistent local detectors that 
were validated using experimental traffic data. The theoretical 
models for intrusion and intrusion detection described in our 
paper have been implemented in a distributed intrusion detection 
system that is currently operating in a real network. 
Key words: 
Distributed Intrusion Detection, Network Attacks, Alert 
Correlation, Hypothesis Testing 

1. Introduction and motivation 

Most of Internet attacks to networks start with a probe of 
a set of IP addresses, looking for vulnerable servers and 
services. A major difficulty in arguing about a good design 
of network intrusion detection systems (NIDS) is the 
incomplete, fuzzy, qualitative characterization of attack 
and detection concepts. Also, the attackers of today use a 
great variety of methods and procedures, which make at 
least incomplete (and easy to confuse) most AI-based 
systems that "learn" attack behaviours. On the other hand, 
extensive network audit sequences are only good for 
forensic analysis (e.g. to find the attack origin), but after 

the damage has happened. While we do not underestimate 
the value of systems based on "attack signatures", we feel 
that they should be complemented by on-line novel 
schemes that are able to deduce a generic attack, possibly, 
from generic local trails of "unusual" sequences of 
protocol parameters at early communication stages. In our 
work here we attempt to formalize and prove good 
properties of detection schemes based on a very common 
human paradigm: The path attackers or malicious 
programs that try to gain access or exploit a system or 
network, follow the - let's call it - 7Ps sequence, that is 
Probe, Penetrate, Poison, Persist, Propagate, Possess and 
finally Paralyze the system or network under attack. For 
every attack to succeed a proper first target must be found 
e.g. a vulnerable unpatched service, a system with weak 
configuration or password, application coding errors, etc. 
To find the first vulnerable system to start with, a probe is 
usually performed (the so called reconnaissance phase). 
This suggests a distributed, two-level, approach: Use local 
detectors at the system, just to notice suspect information 
that is quite generic. Then, use a second (more trusted) 
level, inside the system, to combine/enhance the evidence. 
In this paper we present and justify a model of open 
systems and distributed attack detection schemes. We 
postulate properties for good local detectors. We then 
show how to construct an efficient second-level scheme of 
decisions that reduces the probability of an incorrect 
decision to zero, exponentially fast with respect to the 
number of (simultaneous, from various places) local 
reports. We also provide a methodology for constructing 
consistent local detectors and indicate that this is possible 
based on experimental traffic data.   

2. Related work 

Due to its obvious practical importance, the issue of 
intrusion detection has received considerable attention 
among researchers and commercial vendors. A sample of 
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relevant work and further references can be found in [1], 
[12], [15], [17], [23]. Most of this work focuses on the 
collection and analysis of traffic data with intrusion 
incidents, as well as on the definition of rules and 
methodologies for defending networks and systems from 
malicious users. As a result, a number of intrusion 
detection systems, that were proved useful and practical in 
a variety of situations, have been proposed and tested, such 
as those described in [18], [25], [26], [27]. Such systems 
monitor deviations of remote IP sources from certain 
predefined rules of conduct. When a remote source violates 
such a rule it is banned from the network. Rules are defined 
in a variety of ways involving several event attributes such 
as destination address, destination port, time windows, 
flags, etc. as well as certain ad-hoc thresholds believed to 
reflect malicious or abnormal activity in the sequence of 
events. The definition of appropriate rules is generally a 
complicated and delicate task. A major problem in many 
applications and case studies appears to be the high false 
alarm and missed detection rates ([5], [7], [23]). 
A considerable amount of research in this area focuses on 
the analysis of traffic sequences using data mining 
techniques for building anomaly detection models ([5], [9], 
[14], [15], [20], [21]). The ongoing work on data mining for 
large traffic sequences seem promising to achieving deeper 
insight into the intrinsic characteristics of malicious events 
sequences. In a recent paper ([16]), a sequential hypothesis 
testing approach is adopted for monitoring each remote 
source IP address for suspected scanning activity based on 
the assumption that the rates of unsuccessful connections of 
benign and hostile remote sources are different. Results 
presented there indicate performance improvement, for 
appropriate parameter choices, over systems based on 
deterministic rules. 
Another recent work ([10]) adopts a similar probabilistic 
approach addressing the issue of scalability in the network 
through state aggregations. In these approaches, a 
centralized processing scheme is adopted and simple fixed 
rate Bernoulli distributions are assumed to govern both the 
normal and the intrusive behaviours. Another work using 
probabilistic methods for network attack detection has 
been presented in [7]. There, a target tracking formulation 
was proposed based on a viewpoint of the attackers as 
dynamically evolving systems and making use of notions 
such as target state trajectories and sensor measurements 
in the intrusion detection setting. 
 
3. Model and definitions  
 
In our work, we model a computer network as an 
undirected graph ( , )G V E=  in the natural way: vertices 
in ( )V G  are computer nodes and edges in ( )E G  are 
bidirectional communication links. If v  is one of its 
vertices, the  eccentricity of v , denoted by ( )e v , is equal 

to the maximum distance from v  to any vertex of G , i.e. 
( ) = { ( , ) : ( )}e v max d v w w V G∈  with ( , )d v w  the 

distance between vertices ,v w . The radius of G , 
denoted by ( )r G , is the minimum eccentricity among all 
the vertices of G , i.e. ( ) = min{ ( ) : ( )}r G e v v V G∈ . 
The diameter of G , denoted by ( )d G , is the maximum 
eccentricity among the vertices of G , i.e. 
( )= { ( ) : ( )}d G max e v v V G∈ .  The center of G  is 

the set of vertices of G  with eccentricity equal to ( )r G , 
i.e. ( )= { ( ) : ( ) = ( )}c G v V G e v r G∈ . 

The definition of eccentricity of the vertices of a graph as 
well as its center allow us to exploit the communication 
structure of a computer network in order to place, optimally 
local and global attack detectors: local detectors are placed 
at nodes of maximum eccentricity and a global detector (or 
more than one global detectors if necessary) are placed in 
one of the nodes belonging to the center of the network 
graph. 

  
Definition 1.  An open system Σ  is defined as a graph 
( , )GV E . Let FV  be the set of vertices in G  with 

maximum eccentricity. The nodes Fv V∈  are called the 
doors of Σ .  We assume a global discrete time sequence 
= 0,1,2,t …  perhaps unknown toΣ . The time sequence 

may be chosen to represent the arrival of events at the doors 
of the system. 

 
Definition 2.  Given a vertex Fv V∈ , an incoming event 

flow at v  is a sequence of information items 
0 1( ), ( ), , ( )tX v X v X v… , where ( )tX v  denotes the 

information item arriving at v  from outside the system 
Σ  at time t .  As events we consider here the incoming 
packets from sources outside of the system.  In the sequel, 
we assume that each door v  of Σ  is equipped with a 
local mechanism (usually a piece of software) which is able 
to watch ∆  consecutive incoming events at v  and 
decide about a possible global attack to the open system 
with some confidence.   
 
Definition 3.  A local detector ( )W v  (for Fv V∈  of 

Σ ) of window ∆  is a decision process that, given a 
subsequence 

0 0 0
={ ( ), ( ), , ( )}1 1t t tS X v X v X v+ +∆−… of ∆  

incoming events at v , it outputs ( ) 1z W =  (i.e. an attack) 

or ( ) 0z W =  (a normal incoming flow), together with two 

parameters ( , )p W S , ( , )q W S  defined as follows: 
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- ( , )p W S = probability that an “attack” decision is made, 

given that there is indeed an attack. 
- ( , )q W S = probability that a “no attack” decision is made, 

given that indeed there is no attack. 
  

Definition 4.  A local report of a local detector ( )W v  at 

Fv V∈  is a triple ( , , )z p q  where {0,1}z ∈  is an 
attack (or no attack)  decision related to a subsequence S 
of incoming events, and p, q are the corresponding  p(W,S)  
and q(W,S). 

  
Definition 5.  A local detector ( )W v  is consistent if S∀  

the following hold: 
- { = 1/ }= ( , )Prob z attack p W S  

- { = 0/ }= ( , )Prob z no attack q W S  

- , 1/2p q ≥  
 

Definition 6.  A local report ( , , )z p q  of a local 
detector is useless or erroneous if the true probabilities 

( = 1) = ( = 0) = 1/2Prob z Prob z  (regardless of 
the reported ,p q ). 
A useless report provides no information whatsoever and is 
assumed to be unobservable in any single report (since if 
we know the useless reports we may simply ignore them) 
occurring only with some probability 1 f−  in the 
sequence of reports.   
 
Assume now that Tx  is a global unobserved variable of 
Σ  so that = 1Tx  means that Σ  is under global attack 
(at some time interval T ) and = 0Tx  means that Σ  is 
under no attack at that time interval. 

  
Definition7. A set ( )nS T  of n  local reports 

1 1 1( , , )...( , , )n n nz p q z p q  related to sub-sequences of 
incoming events 1 2, , , nS S S…  of the same time interval T 

is an independent set if 

1
=1

{ , , / } = ( / )
n

n T i T
i

Prob z z x Prob z x∏…  

In our model, we assume that local detectors located at the 
doors of Σ  produce an independent set nS  of n  local 
reports (for a given global time interval T  ). We assume 
that these local reports are sent, in a distributed way, to a 
specific internal node J  of Σ  that belongs to the center 
of the network graph, equipped with a global decision 
making mechanism called here a juror. 

 
Definition 8.  A juror J  of Σ  is a decision making 

procedure located at a node belonging to the center of Σ  
connected (through a path) to all the doors of Σ . When an 
independent set ( )nS T  of local reports arrives at J , then 
J  outputs ( )( ) =1ny S T  (i.e. an “attack” decision) or 

( )( ) =0ny S T  (i.e. a “no attack” decision) and two 

probabilities , (0,1)J Jp q ∈  so that: 

{ =1/ =1} =T JProb y x p  

{ = 0/ = 0} =T JProb y x q  
The quality of a juror mechanism can be measured by the 
number of independent local reports which is necessary for 
a safe global decision.   
 
Definition 9.  Let be a juror mechanism and ( )nS T  an 
independent set of local reports (related to the same global 
time interval T ) given to J . Assume that we want ,J Jp q  

to be at least 11 aT
− , for some fixed >1a .  Let ( )n T  

be the minimum number of independent consistent reports 
for this. We call ( )n T  the efficiency of J  with respect 
to T . 

  
Definition 10.  A juror J  is fast responding when 
( )n T  is a logarithmic function of T  i.e. when 

( )= (log )n T O T . 

 
4. Our results 
 
The main result of this paper is the construction of a simple 
to implement fast responding juror. We apply our model of 
distributed detection in order to implement a quick and 
dependable detection scheme of a single attack in open 
networks that are allowed to receive streams of Internet 
data at their doors. As an example, consider the 
independent set of local reports   

{ } { } { }
{ } { } { }6

1, 0.6, 0.6 , 1, 0.6, 0.6 , 1, 0.5, 0.5 ,
( ) =

1, 0.7, 0.7 , 1, 0.7, 0.55 , 1, 0.55, 0.6
S T

⎧ ⎫⎪ ⎪⎪ ⎪⎪ ⎪⎨ ⎬⎪ ⎪⎪ ⎪⎪ ⎪⎩ ⎭
 
Our scheme is able to judiciously extract global attack 
information from even such a small set. Given the very 
large rates of local incoming events to actual Internet 
sub-networks, our distributed method is, in fact, a method 
very close to an ideal on-line "instant" global attack 
detection and it is very straightforward to implement.   
 
5. Definition and analysis of a fast responding 
juror 
 



 IJCSNS International Journal of Computer Science and Network Security, VOL.6 No.7, July 2006 
 

 

 

4 

Let ( , , ), =1,2,...,i i iz p q i n , be the independent set 

nS  of consistent local reports that arrive at the juror node 
in a predetermined discrete time interval T . The juror will 
choose the situation Jy  (1 or 0) according to the 
likelihood ratio of the two situations. From the 
independence of nS  we have that the probability 
distribution of the local reports 1 2, , ... nz z z  conditioned 
on Tx  is given by:   

 

1 2
=1

1
11

=1 =1

( , ,... / ) = ( / )

= (1 ) (1 )
T T

n

n T i T
i
x xn n

z zz zi ii i
i ii i

i i

Prob z z z x Prob z x

p p q q
−

−−

=

⎛ ⎞ ⎛ ⎞⎟ ⎟⎜ ⎜− −⎟ ⎟⎜ ⎜⎟ ⎟⎟ ⎟⎜ ⎜⎝ ⎠ ⎝ ⎠

∏

∏ ∏
 

 
We propose the following simple decision rule for the 
juror: 

  
Juror Rule 1: If 

1 2 1 2( , ,... / =1) ( , ,... / =0)n T n TProb z z z x Prob z z z x≥  
then, choose =1Jy  , else, choose =0Jy . 

By taking logarithms, the rule becomes: 

If 
=1

0
n

i i
i
a z b− ≥∑  then choose =1Jy , else, choose 

= 0Jy  , with 

= log , = 1,...
(1 )(1 )

i i
i

i i

p q
a i n

p q

⎛ ⎞⎟⎜ ⎟⎜ ⎟⎜ ⎟− − ⎟⎜⎝ ⎠
, and 

=1
= log

1

n
i

ii

qb
p

⎛ ⎞⎟⎜ ⎟⎜ ⎟⎜ ⎟− ⎟⎜⎝ ⎠
∑ . 

Thus, if ,i iu v  are independent binary random variables 

with ( = 1) =i iProb u p , ( = 0) = 1i iProb u p−  and 
( = 1) = 1i iProb v q− , ( = 0) =i iProb v q , 

= 1,...,i n , we have for the juror : 

=1
= 0

n

J i i
i

p Prob a u b
⎛ ⎞⎟⎜ − ≥ ⎟⎜ ⎟⎟⎜⎝ ⎠∑ ,              

=1
= <0

n

J i i
i

q Prob a v b
⎛ ⎞⎟⎜ − ⎟⎜ ⎟⎟⎜⎝ ⎠∑  

Here, we will make the additional assumption that the mean 
values of the ,i ip q  for =1,...,i n  are bounded away from 

1
2

, i.e.  
=1 =1

1 1 1 1,
2 2

n n

i i
i i
p q

n n
δ δ+ +≥ ≥∑ ∑    for 

some > 0δ . 
 

We now state and prove the main theorem:    
 
Theorem 1. The juror J  defined by the above decision 
Rule 1 is fast responding. 
 
Proof.  We will work with Jp  first. 

Consider the random variable 
=1

=
n

i i
i

U a u b−∑ .  The 

probability of error is given by:  

1 = ( <0)= ( >1), >0tU
Jp ProbU Prob e for t−−  

From the above relationship and by making use of 
Markov's inequality ( ( >1) ( ), 0)Prob X EX X≤ ≥ and 
the independence assumption, we obtain (after some 
algebra):  

=1
( , , )

1 ( )=

n

i i
tU i

J

h t p q

p E e e−− ≤
∑

      where: 

( )11( , , )= (1 ) (1 )
t tt t

i i i ii ih t p q log q p q p
−−− + −

Note that the function ( )h  defined above is convex 
with respect to t  and also that 

(0, , ) = (1, , ) = 0i i i ih p q h p q  and < 0h
t

∂
∂

 for = 0t , 

while > 0
h
t

∂
∂

 for = 1t . Therefore, ()h  has a global 

minimum for some (0,1)t ∈  which is always negative 

and can be computed by setting = 0h
t

∂
∂

. 

Furthermore, ()h  is jointly concave with respect to ,i ip q  
for , 1/2i ip q ≥  and (0,1)t ∈ . This can be verified by 

taking the Hessian 2 ,i i hp q∇  and showing that it is 

negative definite for the given bounds.  Also, ()h  is 
monotonically decreasing with respect to ,i ip q , which can 

be verified by taking 
i

h
p

∂
∂ , 

i

h
q
∂
∂  and showing them 

negative for the given bounds.  So, we have: 
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=1 =1 =1

1 1
( , , ) ( , , )

1 1
( , , )

2 2

n n n

i i i i
i i i
h t p q n h t p q

n n

n h t
δ δ

≤ ≤

+ +
≤

∑ ∑ ∑
 

Minimizing the above function with respect to t , we 
finally get the following upper bound for the probability of 
error:  

( )21 1
n

Jp δ− ≤ −  

Since we want 
11J ap
T

≥ −  (i.e. 
1

1 J ap
T

− ≤  ), 

it is sufficient to have the smallest n  such that 

( )2 1
1 <

n
aT

δ− , i.e. l
1

l
ogT

n a
og ρ

= +  for 

2

1
= > 1

1
ρ

δ−
,  i.e. (log )n O T=  as needed.  

For the other probability of error, 1 Jq− , we work in an 
entirely analogous way to show that 

( )21 1
n

Jq δ− ≤ −  again.   

 
Fault tolerance 
A basic underlying assumption of the above result was that 
the juror can distinguish between consistent and 
non-consistent (or useless) reports and take into account the 
ones that are consistent. However, the latter assumption is 
not realistic in many cases as it cannot capture situations 
with random transmission errors in the network between 
local agents and jurors, unsuspected faults of the local 
decision mechanisms, or, more importantly, cases where 
intelligent adversaries are trying to mislead the detection 
process by creating erroneous artificial traffic. In such 
cases, the application of the exact decision rule based on 
the reported and ip  and iq  may lead to uncontrollably 
large probabilities of error. 
The presence of unknown non consistent reports randomly 
spread among the set of reports received by a juror 
necessitates a modification of the decision rule to take into 
account this uncertainty. Any such modification will result 
in more fault tolerant detectors at the expense of some 
degradation in detection performance. The issue is whether 
one can find fast responding jurors (having as efficiency a 
logarithmic function of time) that are fault tolerant at the 
same time. Another issue is the computation of the 
quantitative trade-off between tolerance and performance, 
i.e. how much performance should be sacrificed in order to 
achieve a certain level of fault tolerance. 
We show that it is possible to have fast responding jurors 
that are also fault tolerant up to a given threshold in the rate 
of non consistent reports. The performance degradation (as 
a function of the threshold rate) for such fault tolerant 

jurors affects only the constant term of the logarithmic 
function of time. 
Let us assume that from all the reports received by a juror a 
fraction f  of them are consistent and the rest 1 f−  are 
erroneous (or useless) spread uniformly in the stream of 
reports. If we don't know which reports are consistent, the 
probabilities ,i ip q  of each report should be replaced by 

' 1( ) = (1 )
2i ip f fp f+ − ,   ' 1( ) = (1 )

2i iq f fq f+ −   

in order to reflect the true reliability status of the sequence 
of reports received by a juror. 

  
 

Definition 11.  A juror is called 0f - tolerant if it is fast 
responding for any rate f  of consistent reports such that 

0f f≥ . 
Assuming that the mean values of the reported ,i ip q  for 

=1,...,i n  are bounded away from 1
2

, i.e. 

=1 =1

1 1 1 1,
2 2

n n

i i
i i
p q

n n
δ δ+ +≥ ≥∑ ∑  for some >0δ  

(as before) we can express the following result:   
 

Theorem 2. The juror defined by Rule 1 applied with 
'
0= ( )i ip p f  and '

0= ( )i iq q f  for each received report is 

0f - tolerant. 
 
Proof.  Indeed, if we follow similar steps as in the proof of 
Theorem 1 replacing ,i ip q by '

0( )ip f , '
0( )iq f  and observe 

the properties of the functions involved, we will finally get 
the following bounds for the probabilities of error: 

( )201 1 ( )
n

Jp fδ− ≤ − , ( )201 1 ( )
n

Jq fδ− ≤ −  

The efficiency of the above juror ( )n T  (smallest 

number of reports in a time interval T  such that 
11 J aq
T

− ≤  ) is obtained as: 

( )

( )
2

0

2 log
( )= = log

1log
1

a T
n T O T

fδ

⎛ ⎞⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟− ⎟⎜⎝ ⎠

 

So, the juror is fast responding (as its efficiency is a 
logarithmic function of time) as long as the rate f  of 
consistent reports satisfies 0f f≥ . The performance 
degradation of the rule (in comparison to the situation 
where all reports used by the juror are consistent) is 
manifested by the term 0fδ  which affects only the 

constant factor of the above relationship. 
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Limiting case.  What happens if 0f  becomes small 

tending to zero? Given that 
( )

( )202
0

1log
1

f
f

δ
δ

⎛ ⎞⎟⎜ ⎟⎜ ⎟⎜ ≈⎟⎜ ⎟⎜ ⎟−⎜ ⎟⎝ ⎠
 for 

small 0f , the above relationship can be simplified as 

follows: 0
2 log log

= =
( ) ( )

a T T
f O

n T n Tδ
⎛ ⎞⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠

 

Therefore, it is possible to have fast responding 
0f tolerant−  jurors even in cases where 0f  tends to 0  

as long as its rate of decrease to 0  is slower than 
log

( )

T
O

n T

⎛ ⎞⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
.  The form of the decision rule for such a 

juror as 0 0f →  is obtained as a limiting case of an 

0f tolerant−  juror as follows:  

( ) 0 " "
<0 " "

=1

1
2

n
decide attack

i decide no attack
i
z

≥
−∑  

This result indicates that in cases where an adversary (a 
hostile user or nature) has the ability to "inject" erroneous 
reports in the stream of reports arriving at the juror at very 
high rates, the best way to go is to employ the above 
0f tolerant−  decision rule which treats all reports 

equally regardless of the reported ,i ip q  and the 

associated with them weighting factors.  This is 
equivalent to majority voting. Such a juror will still arrive 
at a correct decision with high probability as long as the 
adversary's actions cannot corrupt the stream of reports 

arriving at the juror faster than 
lo g

1
( )

T
O

n T

⎛ ⎞⎟⎜ ⎟⎜− ⎟⎜ ⎟⎜ ⎟⎝ ⎠
.   

 
6. Consistent local detectors 
 
We briefly describe here the methodology that we are 
using for the construction of consistent local detectors. 
Given a sequence of locally observed events  
1, 2, 3,X X X …  we divide it into equal segments of N  

events each.  We call each segment an ``epoch''.  Given 
a property G  (which is a set of rules defined among 
certain attributes of the events and which is believed to 
offer information for distinguishing locally attacks from 
non-attacks), we can measure the empirical distribution of 
the proportion of events satisfying these rules.  Let r

GN  
denote the number of epochs for which the proportion of 
events satisfying property G  is equal to r . Then, if 
TN  is the total number of epochs we define the 
following empirical distribution:  

         Prob( ) = , [0,1].
r
GNr r
TN

∈                          

Such a distribution can be determined for two different 
situations: (a) when an attack is present and (b) when no 
attack is present.   
Determining which properties G  are appropriate to 
consider for constructing such distributions (and 
subsequently for building local detectors), was based on 
studying the behavior of some common types of attacks 
against hosts in a computer network, as well as on 
extensive experimentation with simulated traffic data.  
For example, host scanning is an important element of 
several attacks, including most malicious programs 
epidemics. Such attacks can be considered as bursty and, 
thus, are within our model. Several worms (Code Red-II, 
Nimda, etc) propagate via scanning other hosts for 
vulnerabilities. In scanning for TCP ports, the attacker 
sends several special packets to various destinations. A 
host can then watch the specified protocol negotiations 
during the start of a communication and can observe the 
special flagged packets probing a particular port and 
figure out (for example) if a remote address is trying to 
open communication to a closed port. 
We have experimented by constructing local distributions 
over a small window of observation ∆ using simulated 
traffic data for the two situations (attack and non-attack) 
and for various sizes of the epoch size N .  The property 
considered in these experiments was based on attribute 
values flag =``ACK'' or ``ACK/PUSH'' versus values of 
flag =``non-ACK''. The results obtained indicate a 
significant difference in the shapes of the distributions 
between the two situations.  A snapshot of such 
distributions that were obtained experimentally is shown 
in the following figure: 

 
 
The next step is to use standard results in statistics ([22]) 
to build local detectors.  Let us denote by 1H  and 0H  
the hypotheses ``attack'' and ``not attack'' respectively and 
let 1 0( ), ( )f r f r  denote the two distributions respectively.  
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Given an observation sequence 1 2, , , nr r r…  and a false 
alarm constraint 1 q− , the local decision rule takes the 
following form of a likelihood ratio test: 

Decide 1H  if 1
1 2

0= 1

( )
( , , , ) =

( )

n
i

n
ii

f r
L r r r d

f r
≥∏… ,  

else, decide 0H . 
The threshold d  above and the detection power p  are 
computed as functions of the specified false alarm 
probability 1 q−  according to the following equations: 

0
=1( 1 2

( ) = 1
, , , )

n

i
iL r n

f r q
r r d

−
≥

∑ ∏
…

                

1
= 1( 1 2

= ( ).
, , , )

n

i
iL r n

p f r
r r d≥
∑ ∏
…

 

The application of the above procedure leads to a decision, 
either 1H  or 0H , accompanied by a pair of probabilities 
p  and q  expressing the confidence level in that 
decision.   
The performance of a local detector can be depicted by 
plotting the probability of missed detection (1 p− ) versus 
the probability of false alarm (1 q− ) (a form of the ROC 
curve of a detector).  As an example, in the figure below 
we show the ROC curve obtained from the experimental 
distributions of the previous figure:   
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The above figure indicates that it is possible to build local 
detectors that are not only consistent (as is our major 
concern here) but also of high information content, since, 
we can have, for example, reports with missed detection 
probability 0.2 and false alarm probability 0.15, i.e. with 
0.8p=  and 0.85q= , which are very desirable.   

However, it should be pointed out that during the early 
stages of the transition from one situation (“non-attack”) 

to the other (“attack”) the differences are not so large.  In 
order to take that into consideration we have considered 
classes of distributions for each situation (attack and 
non-attack) and performed the local hypothesis testing 
based on the least favorable pair of distributions within 
these classes, i.e. the pair that leads to the worst possible 
detection performance of the local detector for a given 
false alarm rate. This procedure leads to smaller detection 
power.  Nevertheless, it was necessary for obtaining 
robust local detectors.  Furthermore, since the 
complexity of the computations in performing the 
hypothesis testing depend mainly on the forms of the two 
distributions, we considered approximations by using 
exponential families of distributions. Such approximations 
seemed to adequately fit the experimental data while 
facilitating the computations involved.   
Our experiments were conducted using as a basis a 
network intrusion detection system operating at CTI for 
the protection of the organization's network hosts from 
malicious scanning. This system, called “Helena” ([18]), 
was initially implemented as a distributed system based on 
monitoring scanning attempts of unused TCP ports (i.e. 
TCP ports with no corresponding service running on the 
host) reported by agent modules installed in several hosts 
of the network.  Incidents reported by agent modules to a 
central node, called ``juror'', are combined by checking the 
overall scanning behaviour banning from the network 
those IP source addresses whose behavior violate a 
predefined threshold. This system is a special case of the 
logic of the system proposed in this paper. Currently we 
are extending the logic of the system “Helena” to 
incorporate the model proposed here.  
 
7. The overall performance of our distributed 
detector 
Since our juror J  is fast responding (as established in 
Section 5) it is crucial that: 
- The (log )TΘ  local reports to arrive to J  fast. 
- The local reports are independent. 
To satisfy the first requirement, we can place the juror at a 
node belonging to the center of ( , )GV E . This can be 
done in advance after taking into account the topology of 
the network. To satisfy the second requirement, we can 
safely assume that different local detectors are 
independent since they observe different local incoming 
information flows, conditioned only on the event of a 
global attack or not. This was assumed in our definition of 
conditional independence.   
 
8. Conclusions 
We proposed here a model and a very fast way of 
distributed detection of attacks on an open network. We 
proved that even small and not reassuring (in any strong 
way) distributed glimpses of information can be effectively 
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and concurrently combined in a way that reduces 
exponentially to zero the probability of error in our 
decision, when the number of reports grows. 
Extensions of this work that we are currently examining 
involve:   
• Multiple attack strategies.  
• Further investigation about what kinds of events can make 
consistent local detectors.  
• Techniques of combining randomization (e.g. sampling, 
noise) with the local reports in order to increase 
independence and to break the local appearance of 
systematic confusion patterns.   
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