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Summary
We presented a parallel tabu search (PTS) algorithm for the traveling salesman problem (TSP), which is NP-hard. To parallelize tabu search (TS) algorithm efficiently, the search space decomposition based on partition principle was used to balance the computing load, while exploitation in subspace had been boosted by an adaptive search strategy of intensification and diversification. Numerical results illustrated this algorithm was efficient and easy to implement.

Key words: Parallel Tabu Search, Meta-heuristic, TSP

1. Introduction
Many heuristic methods currently used in combination optimization are inspired by adaptive natural behaviors or natural systems, such as genetic algorithms (GA), simulated annealing (SA), neural networks, etc. tabu search (TS) belongs to this class of biologically inspired heuristics and it is a simulation of intelligence process. The basic idea is to avoid the explored space or prohibit the performed operation.

Traveling salesman problem (TSP) is one of the hardest among the NP-hard combinatorial optimization problems, whose task is to find a route through a given set of cities with shortest possible length, and there is no known deterministic optimal search algorithm that runs in polynomial time for TSP [1].

There are several approximate algorithms to solve the combinatorial problems, such as nearest neighbor, greedy, branch and bound, and nested partitions method, etc [2-5]. Furthermore, in recent decades, some new meta-heuristics, such as neural network, SA, GA, tabu search, and ant colony optimization (ACO), has also been applied to solve this problem [6-9], and satisfactory results are obtained. With the growth of the problem size, parallelization of these meta-heuristics is an interesting topic. Moreover, parallel processing is implemented with low cost and very practical since MPUs or Clusters are available at low price and high performance, and message passing interface (MPI) come up to the standard. Consequently, our aim is to develop a Parallel model based on partition for large scale TSPs.

The paper is organized as follows. First, we will introduce tabu search algorithm in Section 2. Our Parallel TS algorithm for TSP will be detailed in Section 3. In Section 4, we gave the results of experiments for two standard instances from the TSP-library and discussions follow in Section 5.

2. Tabu Search
Tabu search is a meta-heuristic method that can be used to solve combinatorial optimization problems [7-8]. Its flexible control framework and several significant successes in solving NP-hard problems, e.g. TSP, aroused rapid growth of its application. The method of neighborhood exploration and the use of short-term and long-term memories distinguish tabu search from local search and other heuristic search methods, and result in lower computational cost and better space exploration [10].

Tabu search involves a lot of techniques and strategies, but it mainly comes from the use of short-term memories (tabu list) that keep track of recently examined solutions, intending to avoid cycling in the solution exploration. In addition to the tabu list (TL), a long-term memories and other prior information about the solution can used to improve the intensification and diversification of the search. It can be confirmed that the strategy of intensification and diversification is very important at most time. Therefore, we proposed an adaptive search strategy of intensification and diversification to improve the efficiency of TS, its main idea was to adjust dynamically the numbers of intensification elements and diversification elements in candidate set respectively by interactive cooperation between neighborhood and candidate set. It will be detailed in later section.

With the requirement of solving the large-scale combinatorial optimization problems, PTS (Parallel Tabu Search) was involuntarily proposed and applied successfully to many fields [12-16]. In this paper, a coarse-grained PTS approach based on partition principle was proposed and it will be described in detail in next.
3. A PTS Algorithm for TSP

3.1 Parallel Model

The parallel model was an asynchronous master/slave paradigm. The master process executes the solution space partitioning and the task assigning, and the slave process executes the search procedure.

First of all, the high quality initial solution was generated by greedy method [11] on master, and then it was partitioned into \( m \) about equal sub-sequences, so that the size of sub-sequence would be reduced to about \( 1/m \) times of primary size. Consider the size of TSP is \( n \), the solution space complexity is \( O(n!) \). As a result, the subspace complexity would be reduced to \( O((n/m)!) \) for each slave. These \( m \) sub-sequences were constructed a job queues. A job would be sent to a slave process as soon as it was idle when the master process detected it. When a slave process finished a job, it sent the result back to the master and waited for next job. The above procedure continued until all the sub-sequences were finished and their results were sent back to the master. When the master received all the results, it merged all the sub-solution into an integrated solution. To heel, the integrated solution was partitioned into \( m \) parts and sent to slave processes again and repeated the above procedure until the terminal condition was satisfied. In order to maintain the diversity of exploitation solution space, the divided points of the TSP ring route must be chosen at random. For each sub-sequence, the start point city and the end point city were fixed during running on slave processes so that the master easily merged them into a legal and integrated solution. After certain partition times and searching for subspace, the master broadcasted the terminal message to each slave process and outputted the global best solution, then halt.

3.2 TS Algorithm Executed on Slave Process

Described as the above, a serial TS program was run on slave process. In order to enhance the performance of TS, an adaptive search strategy of intensification and diversification was proposed. Its details were as follows:

3.2.1 Tabu Objective

The tour length was taken as tabu objective, and it was also treated as evaluation value.

3.2.2 An Adaptive Search Strategy of Intensification and Diversification

In TS, intensification strategies are used to encourage TS to search more thoroughly the neighborhood of elite solutions in order to obtain the global optimal, and diversification strategies are used to encourage TS to search solution space as widely as possible, especially the unvisited regions before. Diversification strategies may be more important than intensification strategies when searching falls into a local optimal, for it can change the search direction and makes it possible to jump out of the local optimal. Therefore, intensification strategies and diversification strategies are very important and the coordinatively important, unfortunately, they are often conflicting in many cases, because it is usually hard to determine what time for intensification search and what time for diversification search. To eliminate the conflicting, an adaptive search strategy of intensification and diversification was proposed. This strategy achieved the goal by adjusting dynamically the number of intensification elements and diversification elements (detailed explanation in the next paragraph) in candidate set.

Demonstrated with Fig.1, we divided the elements in neighborhood as well as candidate set into two parts. The former part is called intensification elements, used for intensification search, and the later part is called diversification elements, used for diversification search. The intensification elements were high quality and were generated by nearest swap method. That is, for each sub-sequence, except the start city and the end city, each city was swapped its position with the next city, viz. the nearest city.

The diversification elements were generated by the randomization swap method, which choose randomly two cities from the current solution and exchange their position except the start city and the end city, each city was swapped its position with the next city, viz. the nearest city.

The diversification elements were generated by the randomization swap method, which choose randomly two cities from the current solution and exchange their position except the start city and the end city for each sub-sequence.

The same as neighborhood, the elements of candidate set were also divided into two parts, named intensification elements and diversification elements respectively. The intensification elements were composed of the best solutions picked out from the intensification elements in neighborhood. However, the diversification elements were composed of the solutions randomly picked out from the diversification elements in neighborhood. Why randomly pick out these elements? It is to maintain the diversity of these elements. The number of intensification elements and diversification elements in candidate set will be adjusted dynamically according to the solution quality during the search procedure. The detailed operating method is as follows:
Let $CL$ denote the size of candidate set, i.e. the number of all the elements in candidate set (including intensification and diversification). Let $DL$ denote the lengths of the divided point, that is, the elements from 1 to $DL$ are intensification elements, and the elements from $DL+1$ to $CL$ are diversification elements (demonstrated with Fig.2). Before the iteration search, first set $DL = CL/2$, viz. the number of intensification and diversification elements are exactly half respectively. During the iteration search, $DL$ was adjusted dynamically according to the following rules:

If the current solution ($x_{\text{current}}$) obtained at the current step is better than that ($x_{\text{previous}}$) obtained at preceding step, $DL = DL+1$; otherwise, $DL = DL-1$. To ensure intensification search, $DL$ is no longer subtracted when $DL = 1$; to ensure diversification search, $DL$ is no longer added when $DL = CL-1$. That is to say, in the entire procedure, candidate set includes intensification elements and diversification elements simultaneously; moreover, the number of them is not less than 1 respectively.

![Diagram](image)

Fig. 1 The adaptive search strategy of intensification and diversification

When the solution quality is improved, the number of intensification elements will increase, therefore, the probability of intensification search will increase too; whereas the probability of diversification search will decrease. On the contrary, when the solution quality is not improved, the probability of diversification search will increase, and it will expand the search space around the current solution ($x_{\text{current}}$) in order to escape the local optimal. These alternate intensification and diversification processes continue until the termination condition is satisfied. Doing like this, TS can automatically determine what time for intensification search and what time for diversification search. Owing to the adaptivity of this strategy, we called this strategy-based TS as an adaptive Tabu Search.

4. Simulation Experiments

To examine the efficiency of PTS, two TSP instances were selected from TSPLIB [17], namely, pcb442 and att532. Let x denotes the numbers of cities in a sub-consequence, which was computed on slave process. The parameters, including tabu tenure, size of neighborhood and candidate set, partition times, max iterated steps and etc. were listed in Tab.I.

Our proposed PTS was run on a workstation composed of two CPUs (Pentium IV, 2.0 GHz) and five processes, including one master process and four slave processes, implemented by MatlabMPI [18]. For each TSP instance, the PTS ran 20 times and all the results were shown on Tab.II. The best tour routes obtained by PTS were shown on Fig.2 and Fig.3 respectively.

<table>
<thead>
<tr>
<th>TSP instance</th>
<th>Known optimum</th>
<th>Experiment results</th>
<th>Gap (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>best</td>
<td>average</td>
</tr>
<tr>
<td>pcb442</td>
<td>50778</td>
<td>50837</td>
<td>51601.7</td>
</tr>
<tr>
<td>att532</td>
<td>27686</td>
<td>28753</td>
<td>29394.3</td>
</tr>
</tbody>
</table>

Gap: the percentage difference between the solution and the known optimum

<table>
<thead>
<tr>
<th>TSP instance</th>
<th>Known optimum</th>
<th>Gap of different algorithms (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>pcb442</td>
<td>50778</td>
<td>12.76</td>
</tr>
<tr>
<td>att532</td>
<td>27686</td>
<td>16.18</td>
</tr>
</tbody>
</table>
5. Conclusions

In literature [19], three new crossover operators for GAs were proposed in solving the TSP. The best experience results of pcb442 and att532 were retrieved from Tab.10 and Tab.11 of the reference [19] respectively. In addition, a scalable parallel local search algorithm based on data parallelism was proposed for TSPs, detailed in reference [20]. The best result of att532 was retrieved from the Tab.1 of the paper. The comparison of best results between these two algorithms and our PTS were described in Tab3.

From Tab.3, we can find out that the best or average gap of our proposed PTS are less than other two algorithms, and the results are satisfied. Therefore, a conclusion can be drawn that our proposed PTS is feasible and effective. Furthermore, the adaptive search strategy of intensification and diversification needs no particular information about the problem. It can be extensively applied to other combinatorial optimization problems, such as QAP (Quadratic Assignment Problem), KP (Knapsack Problem) and VRP (Vehicle Routing Problem), etc. This is our next work and we will develop more efficient partition strategy to further improve the efficiency of the PTS.
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