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Summary 
Efficient design and implementation of wireless sensor networks 
has become a hot area of research in recent years. In comparison 
with other existing networks, wireless sensor networks (WSN) 
have some limitations. Typically, nodes in WSN have limited 
power, computational capacity, and memory. These problems 
require the need of having particular protocols designed for WSN. 
Currently, many research focused on developing transport 
protocols. This paper proposes a probability model that can be 
applied in transport protocols using hop-by-hop and end-to-end 
mechanism. From this model, we evaluate the number of hops 
that a packet has to pass when it is being sent from source to 
destination. We also solve the optimal number of transmissions 
in transport layer. The result from this model shows that there is 
a trade-off between reliability and energy consumption. 
Key words: 
Wireless sensor networks, Transport protocols, Energy-
Efficiency, Reliability, Retransmission. 

Introduction 

Every researcher who is interested in WNSs should always 
consider energy-efficiency problems. In Multiple Access 
Control (MAC) layer, researchers had proposed power-
saving mechanisms which allow sensor nodes to change 
their states, i.e., if a sensor node does not have any data to 
send, it changes its state to idle mode to save energy [1,2]. 
Similarly, in network layer, studies are being conducted to 
investigate efficient routing protocols to conserve energy. 

Energy issue is also considered in transport protocols. 
Transport protocol studies usually focus on four tasks, as 
the following [3]: 
• Reliable data transport: This task requires the ability 

to detect and repair losses or error of packet in 
networks. 

• Flow control: The receiver of a data stream might 
temporarily be unable to process incoming packets 
because of lack of resources. We need to control data 
flow so that it is suitable to resource condition. 

• Congestion control: Congestion occurs when more 
packets are created than the network can carry and the 
network starts to drop packets. The more packets are 
dropped, the more energy is consumed and the lesser is 
the reliability 

• Network abstraction: Transport protocols provide an 
interface for application. 

In this paper, we focus on the first task. Wireless sensor 
networks are designed to have limited resources, this, 
unfortunately, results to higher probability of error 
compared with other type of networks. To guarantee 
reliability, some methods are proposed: 
• Use acknowledgements and retransmit failed data 

packets. 

• Use channel coding to add some redundancy 
information. 

• Redundancy path: Send the same packet through 
multipaths. 

• Redundancy packet: Send redundant copies of the 
same packet. 

In the first method, two mechanisms are proposed: hop-by-
hop and end-to-end. These and some other concepts are 
presented in section 3. 
In this paper, we propose a probability model that is 
applied in two cases, hop-by-hop and end-to-end. From 
this model, we calculate the number of hops that a packet 
has to pass when it is being sent from source to destination. 
The result shows that the higher reliability requires more 
energy. Clearly, there is a trade-off between reliability and 
energy consumption. In this paper, we also briefly 
compare hop-by-hop and end-to-end mechanism in terms 
of energy-efficiency. 
The remainder of the paper is organized as follows. In 
section 2, we present a review of related works in transport 
protocol for WSNs and some mechanisms in other layers 
to save energy. We define a probability model for two 
mechanisms in section 3. Based on the model, we evaluate 
probability of error and estimated number of hops. In 
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section 4, relationships between reliability and energy 
savings are shown. That relationship is contra-variant and 
we need to trade-off between them. Section 5 draws the 
conclusion and summarizes the result of the paper. 

2. Related works 

References [4-13] research on transport layer protocols. In 
these papers, they introduce the position and role of 
transport layer in WSNs. Two most important roles are 
reliability and congestion control. A good protocol is not 
only a protocol that guarantees two such goals but also an 
energy-efficient protocol. 
References [4] and [5] are survey papers. These papers 
give an introduction to the reliable data transport problem 
and surveys protocols and approaches, often developed for 
particular applications to reflect the application specific 
dependability requirements. Moreover, they list some 
existing transport protocols for WSN. These protocols are 
classified, compared, and commented with some 
advantages and disadvantages. 
Reference [6] presents analysis and experiments resulting 
in specific recommendations for implementing reliable 
data transport in sensor networks. To explore reliability at 
the transport layer, they presented RMST (Reliable Multi-
Segment Transport). The protocol is designed to run above 
Directed Diffusion in order to support applications that 
require transfer of big sized data (JPEG, MPEG file). At 
source, this big data is divided into fragments which fit 
into the network MTU and these fragments are 
reassembled at the sink. RMST guarantees delivery 
fragments from source to sink correctly. There two modes 
in RMST: cache and non-cache mode. In cache mode, 
every node recovers missing fragment. In none-cache 
mode, only sink do. RMST just focuses on reliability, not 
on energy-efficiency. The protocol does not propose a 
retransmission number. 
The event-to-sink reliable transport (ESRT) protocol, a 
novel transport solution developed to achieve reliable 
event detection in WSN with minimum energy expenditure, 
is presented in [7]. While RMST guarantee reliability of 
each fragment, ESRT guarantee reliability of whole of data 
stream. ERST only suit applications that sink can receive 
collective information from many different sources. ERST 
does not use acknowledgment and retransmission 
mechanism. 
In studying transport protocols, we have realized that most 
protocols use positive, negative or selective 
acknowledgment to indicate loss or error. Some protocols 
use end-to-end mechanism while others use hop-by-hop 

mechanism. When receiving loss or error notification, a 
sensor node needs to retransmit loss or error fragment. If 
the fragment is missed again, the node should continue to 
retransmit. The problem is now how to determine the 
number of transmissions needed depending on reliability 
requirement, probability of link error, and network size. 
Our mathematical model will show how to calculate 
number of transmissions and evaluate number of hops that 
a packet passes to reach destination. 

3. Mathematical Model 

3.1 Some concepts 

Fundamentally, guaranteed reliability is obtained by three 
following capacities [14]: 
• Error detection: Receiver detects error based on 

checksum field or gaps between received packets. 

• Receiver feedback: After receiving packet, receiver 
sends acknowledgment message back to sender to 
confirm if the packet arrives successfully or not 

• Retransmission: A packet that is received in error at 
the receiver will be retransmitted by the sender 

These capacities are shown in Fig. 1. 
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Fig. 1 Error detection - Receiver feedback - Retransmission 

Next, we consider hop-by-hop and end-to-end 
mechanisms (Fig. 2). For example, a packet needs to be 
transferred from node 1 (source) to node 8 (destination). 
To reach its destination, the packet passes through the path 
(1 4 5 8) as indicated in the diagram using heavy line. 
If every node in the path implemented the three above 
mechanisms (error detection, receiver feedback, 
retransmission), we call that the network uses hop-by-hop 
mechanism. Otherwise, if only source and destination 
guarantee reliability, other intermediate nodes just forward 
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packets, we call that the network uses end-to-end 
mechanism. A key difference between hop-by-hop and 
end-to-end mechanism is when an error occurs, in hop-by-
hop case, intermediate node retransmit the packet, but in 
end-to-end case, the packet needs to be sent from the 
source. 
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Fig. 2 Hop-by-hop and end-to-end mechanism 

Now, we propose a probability model which can be used 
to estimate the number of hops of a packet from source to 
destination and the reliability of the network. The 
parameters are defined as follow: 
• n: Number of hops between source and destination. In 

the previous example, if the path is 1 4 5 8, 
number of hops is 3 

• Ph: Probability of error for a single attempt across one 
hop. 

• R: maximum number of transmission, which is 
maximum number of times that node transmit a packet. 
It means when the node sends a packet, it will store a 
copy of the packet in its buffer, and establishes a count 
variable with initial value 1. If the packet can not reach 
destination successfully, the node will resend the 
packet. The variable will increase by 1 each time that 
the packet is resend. The packet and the variable will 
not be released until the variable reaches R or the node 
receives acknowledgement packet. 

• S: number of hops of a packet, which is the number of 
links that a packet has to pass to reach its destination. 
If there is no error, the number of hops equals n (The 
hops between source and destination). In fact, when an 
error occurs, a node needs to retransmit the packet. 
The number of hops of the packet is the total number 
of hops that the packet needs to pass to reach its 
destination (that includes the first transmission and 
retransmissions). That number of hops is often greater 
than n. Sensor networks are characterized by the 
situation where “each bit sent brings that node closer 
to death”. Energy consumption is rated by the number 
of hops of a packet. So we can consider the number of 
hops of a packet as “cost” of sending packet from 
source to its destination. 

• Pe: Probability of error, which is probability of event 
that a packet can not reach its destination after using 
retransmission. Pe can be represented as reliability of 
the network, if Pe is small, the network is reliable and 
vice versa. 

• ε: maximum probability of error, which is required 
threshold of Pe. The value of the threshold should be 
one of {0.01, 0.05, 0.1, 0.2, 0.5}. In network, the 
condition of reliability requirement is Pe<ε. 

In the next parts of this section we will estimate Pe and S. 
In every network, the expectation is that Pe and S are as 
small as possible. Our model will estimate reliability and 
number of hops in two cases: hop-by-hop and end-to-end. 

3.2 Hop-by-hop mechanism 

First, consider the need to send a packet using one hop 
link. The probability of the event that a packet will reach 
the destination after i transmissions is 
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Probability of the event that a packet can not reach 
destination after R transmissions is given by 
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By getting derivative of two sides of Eq. (4), we have 
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Using Eq. (5), we can reduce Eq. (3) such that 
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To reach the destination, the packet needs to take n links. 
So the number of hops is 

h

R
h

h P
PnnxSS

−
−

==
1
1   (7) 

The probability of forwarding a packet successfully after 
R transmissions through 1 hop is 

R
hRsh PPP −=−= 11  (8) 

The probability of sending a packet successfully after R 
transmissions from source to destination is given by 

nR
h

n
shs PPP )1( −==  (9) 

The probability of sending a packet unsuccessfully after R 
transmissions from source to destination is 

nR
hse PPP )1(11 −−=−=  (10) 

So, in the case of hop-by-hop, we can see that the 
estimated number of hops of a packet is determined by Eq. 
(7) and the reliability is determined in Eq. (10). 
To guarantee reliability of operation, it is required that 
Pe<ε  (ε=0.01, 0.1,…). Therefore, 

ε<−−= nR
he PP )1(1  (11) 

From Eq. (11), the maximum number of transmission R is 
satisfied: 
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Thus, the value of R needs to be a positive integer which 
agrees with Eq. (12) and minimizes Eq. (7). The solution 
for this problem is transmission optimization that we need 
to find. 

3.3 End-to-end mechanism 

Let fj be the link where the packet fails on jth transmission 
)1,1( nfRj j ≤≤≤≤  

Let ),...,( 121 −ii fffP  be the probability of an event that a 
packet reaches the destination successfully after i 
transmissions and in which the packet fails at link fj (j=1, 
2, …, i-1)  on jth transmission (Fig. 3). The number of 
hops of the packet on this event is determined as: 
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Fig. 3 A packet reaches the destination successfully after i transmissions 
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Fig. 4 A packet cannot reach the destination successfully after R 
transmissions 

Let ),...,( 21 RR fffP be the probability of an event that a 
packet cannot reach the destination successfully after R 
transmissions and in which the packet fails at link fj (j=1, 
2, …, R) on jth transmission (Fig. 4). The number of hops 
of the packet in this event is determined as: 

Rfff +++ ...21 . We have 
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The estimated number of hops of a packet is: 
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      (15) 
The probability of sending a packet successfully from 
source to destination is: 

n
hs PP )1( −=  (16) 
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The probability of sending a packet unsuccessfully after R 
transmissions from source to destination: 

( )[ ]Rn
h

R
se PPP −−=−= 11)1(  (17) 

So, in the case of end-to-end, we can see that the estimated 
number of hops of a packet is determined by Eq. (15) and 
the reliability is determined by Eq. (17) 
To guarantee reliability of operation, it is required that 
Pe<ε  (ε=0.01, 0.1,…). Therefore, 

( )[ ] ε<−−=
Rn

he PP 11  (18) 
From (18), maximum number of transmission R is 
satisfied: 
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R
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Thus, the value of R needs to be a positive integer which 
agrees with Eq. (19) and minimizes Eq. (15). The solution 
for this problem is transmission optimization that we need 
to find. 

4. Trade-off between reliability and energy 
consumption 

Now, to show relationship between reliability and energy-
efficiency more clearly, we draw diagrams of probability 
of error and estimated number hops of a packet. 
In this case, we suppose that a packet needs to be sent 
from source to destination. The distance between source 
and destination is 3 hops. Probability of failure ε when 
transmitting a packet through a link is one of {0.01, 0.05, 
0.1, 0.2, 0.3}. 

4.1 Hop-by-hop mechanism 

Fig. 5 shows the probability of error (Eq. (10)). The 
horizontal axis shows the number of transmissions while 
the vertical axis shows the probability of error. Clearly, 
when the number of transmissions increases, the 
probability of error decreases, thus, reliability goes up. We 
also see that reliability goes down when probability of 
error per link increases. 
Fig. 6 illustrates the relationship between estimated 
number of hops and the number of transmissions (Eq. (7)). 
The number of hops between source and destination is 3 
but the estimated number of hops that a packet has to go 
through to reach its destination is slightly greater. It is 
because when a packet is lost, it is retransmitted. The 
higher probability of error per link, the higher the 
estimated number of hops is. We see that the estimated 
number of hops goes up when the number of transmissions 
increases; it also means that energy consumption increases. 

Estimated number of hops converges when number of 
transmissions is high enough. It converges at the same 
time the probability of error reaches 0 (absolute reliability). 
From Figs. 5 and 6, when the number of transmissions 
increases, it guarantees reliability better but at the same 
time, estimated number of hops goes up, that means it 
consumes more energy. In WSNs, we need that probability 
of error as small as possible and energy consumption also 
as small as possible. Unfortunately, they are contra-variant. 
When probability of error goes down (more reliable), 
estimated number of hops goes up (consume more energy) 
and vice versa. So we need a trade-off between reliability 
and energy-efficiency. 

 

Fig. 5 Probability of sending a packet unsuccessfully– Hop-by-hop 
mechanism, using R transmissions 

 

Fig. 6 Estimated numbers of hops of a packet – Hop-by-hop mechanism, 
using R transmissions 

For example, we consider that probability of error per link 
is 0.3. If reliability is required the probability of error 
should be smaller than 10%, from Fig. 5 and Eq. (12), we 
can see that the maximum number of transmissions equals 
3. From Fig. 6, when number of transmissions is 3, the 
estimated number of hops is approximately 4.2. These data 
are put in 3rd line of table 1. Similarly, we can obtain all 
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data in this table. The table shows the relationship between 
reliability, maximum number of transmissions and 
estimated number of hops. Based from the result the 
reliability requirement and maximum number of 
retransmissions are contra-variables. When we require 
more reliability, estimated number of hops goes up which 
also means more energy is consumed. 

Table 1 Maximum number of transmission and estimated number of hops 
when probability of error per link equals 0.3 – Hop-by-hop mechanism 

Reliability 
requirement 

Maximum 
number of 

retransmissions 

Estimated 
number of 

hops 

0.3 2 3.9 

0.2 3 4.2 

0.1 3 4.2 

0.05 4 4.3 

0.01 5 4.3 

If we change probability of error per link in table 1, we 
can get other similar tables. That data show that optimal 
number of transmission R is an increasing function of 
probability of error per link Ph and number of hops 
between source and destination n (i.e. as Ph or n increases, 
R increases), and is also a decreasing function of  
reliability requirement ε. 

4.2 End-to-end mechanism 

 

Fig. 7 Probability of sending a packet unsuccessfully – End-to-End 
mechanism, using R transmissions 

We have obtained similar results as shown by Fig. 7 (Eq. 
(17)) and Fig. 8 (Eq. (15)), that is, a trade-off between 
reliability and energy-efficiency is also required. 
Similar result is shown in table 2. It shows that reliability 
requirement and maximum number of retransmissions are 
contra-variables. When we require more reliability, 

estimated number of hops goes up that means more energy 
is consumed. 
Optimal number of transmission R is an increasing 
function of probability of error per link Ph and number of 
hops between source and destination n (i.e. as Ph or n 
increases, R increases) and is also a decreasing function of 
reliability requirement ε. 
  

 
Fig. 8 Estimated number of hops of a packet – End-to-End mechanism, 

using R transmissions 

Table 2 Maximum number of transmission and estimated number of hops 
when probability of error per link equals 0.3 – End-to-end mechanism 

Reliability 
requirement

Maximum 
number of 

retransmissions 

Estimated 
number of 

hops 

0.3 3 4.5 

0.2 4 5.2 

0.1 6 5.9 

0.05 8 6.2 

0.01 11 6.4 

 
From the above figures and tables, we see that in the case 
of high probability of error per link, we should use hop-by-
hop mechanism. For example, we consider a context that 
the probability of error per link is 0.3 and probability of 
error is smaller than 10%. If we use end-to-end mechanism, 
maximum number of transmissions is 6 (Fig. 7), and 
estimated number of hops is approximately 5.9 (Fig. 8). 
But in the same context, if we use hop-by-hop mechanism, 
we need a maximum number of transmissions of 3 (Fig. 5) 
and estimated number of hops is approximately 4.2. So, 
estimated number of hops of hop-by-hop mechanism is 
quite smaller than end-to-end mechanism. t means that op-
by-hop mechanism consumes less energy than end-to-end 
mechanism.  
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Similarly, if the number of hops between source and 
destination is high, we also should use hop-by-hop 
mechanism. But using hop-by-hop mechanism requires 
that each node is more complex. 

5 Conclusion 

In this paper, we introduce our research on transport layer 
protocols for WSNs. Probability theory is applied in the 
mathematical model, in which, we evaluate reliability 
(using probability of error) and energy consumption (using 
estimated number of hops). Here are the main results 
found in this model: 
• Reliability and energy-efficiency have contra-variant 

relationship. An application that requires more 
reliability consumes more energy. 

• In practice, with different network condition 
(probability of error per link, number of hops between 
source and destination), we should use a different 
number of transmissions. A suitable number is one that 
both guarantees reliability and saves energy. 

• In the case of high probability of error per link or high 
number of hops between source and destination, we 
should use end-to-end instead of hop-by-hop. 

Although the model assumes that the probability of error 
per link and number of transmissions are homogeneous; 
this limitation is acceptable in small networks. 
 
References 
[1] Wei Ye and John Heidemann, “Medium Access Control in 

Wireless Sensor Networks,” USC/Information Sciences 
Institute, Tech. Rep., ISI-TR-580, October 2003. 

[2] Tijs van Dam and Koen Langendoen, “An Adaptive 
Energy-Efficient MAC Protocol for Wireless Sensor 
Networks,” in Proceedings of ACM SenSys, November 2003, 
Los Angeles, California, USA. 

[3] Holger Karl and Andreas Willig, Protocols and 
Architectures for Wireless Sensor Networks, John Wiley & 
Sons, 2005 

[4] Andreas Willig and Holger Karl, “Data Transport 
Reliability in Wireless Sensor Networks —A Survey of 
Issues and Solutions,” Praxis der Informationsverarbeitung 
und Kommunikation, vol. 28, April 2005, pp. 86—92. 

[5] Chonggang Wang, Sohraby K., Yueming Hu, Bo Li, and 
Weiwen Tang, “Issues of transport control protocols for 
wireless sensor networks,” in Proceedings of IEEE  
ICCCAS, vol. 1, May 2005 pp. 422 - 426. 

[6] F. Stann and J. Heidemann, “RMST: reliable data transport 
in sensor networks,” in Proceedings of IEEE SNPA, May 
2003, pp. 102 – 112. 

[7] Yogesh Sankarasubramaniam, Özgür B. Akan, and Ian F. 
Akyildiz, “ESRT: Event-to-Sink Reliable Transport in 

Wireless Sensor Networks,” in Proceedings of ACM 
MobiHoc’03, June 2003, pp. 177 – 188. 

[8] V.S. Mansouri, B. Afsari, and H. Shahmansouri, “A     
Simple Transport Protocol for Wireless Sensor Networks,”  
in Proceedings of Intelligent Sensors, Sensor Networks and 
Information Processing Conference, December 2005, pp. 
127 – 131 

[9] Y.G. Iyer, S. Gandham, and S. Venkatesan, “STCP: a 
generic transport layer protocol for wireless sensor 
networks,” in Proceedings  of ICCCN,  October 2005, pp. 
449 – 454 

[10] Chieh-Yih Wan, Andrew T. Campbell, and Lakshman 
Krishnamurthy, “PSFQ: A Reliable Transport Protocol for 
Wireless Sensor Networks,” in Proceedings of ACM 
WSNA’02, September 2002, Atlanta, Georgia, USA. 

[11] Chieh-Yih Wan, Shane B. Eisenman, and Andrew T. 
Campbell, “CODA: Congestion Detection and Avoidance in 
Sensor Networks,” in Proceedings of ACM SenSys, 
November 2003, Los Angeles, California, USA. 

[12] Karthikeyan Sundaresan, Vaidyanathan Anantharaman, 
Hung-Yun Hsieh, and Raghupathy Sivakumar, “ATP: A 
Reliable Transport Protocol for Ad-hoc Networks,” in 
Proceedings of ACM MobiHoc, June 2003, Annapolis, 
Maryland, USA. 

[13] Seung-Jong Park, Ramanuja Vedantham, Raghupathy 
Sivakumar, and Ian F. Akyildiz, “A Scalable Approach for 
Reliable Downstream Data Delivery in Wireless Sensor 
Networks,” in Proceedings of MobiHoc, May 2004, 
Roppongi, Japan. 

[14] James F. Kurose and Keith W. Ross, Computer Networking: 
A Top-Down Approach Featuring the Internet, Addison 
Wesley, 2003 

 
 

Bui Dang Quang received the B.S. 
degree in Information and 
Communication Systems from Hanoi 
University of Technology in 2004. He is 
now a M.S. student at Inje University, 
Gimhae, South Korea. His research 
interests are in Wireless Sensor Networks, 
Transport Layer Protocols and Network 
Optimization. 

 
Hwang Won-Joo received the B.S. and 
M.S. degrees in Computer Engineering 
from Pusan National University, Korea 
in 1998 and 2000, respectively and Ph.D. 
degree in Information Systems 
Engineering from Osaka University, 
Japan, in 2002.  
He is an Assistance Professor of 
Information and Communications 

Engineering at Inje University, Korea. He conducts research in 
the area of home networks, wireless sensor networks and 
optimization of communication systems. 


