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Summary 
Nowadays, the cross-layer design approach is the most relevant 
concept in mobile ad hoc networks which is adopted to solve 
several open issues. It aims to overcome ad hoc networks 
performance problems by allowing protocols belonging to 
different layers to cooperate and share network status 
information while still maintaining separated layers. In particular, 
the mechanisms on how to access the radio channel are 
extremely important to guarantee QoS (Quality of Service) and 
improve application performance. 
In this paper, we propose a cross-layer routing protocol for 
mobile ad hoc networks based on the cooperation between the 
Admission Control enabled On-demand Routing (ACOR) 
protocol and the new QoS-based IEEE 802.11e MAC layer. This 
enhanced protocol aims to find a feasible route according to 
application QoS requirements. The performances of the proposed 
cross-layer protocol are extensively investigated by simulations. 
Results obtained show that compared to ACOR based on 
802.11b, cross-layer ACOR provides an efficient QoS support in 
mobile ad hoc networks with low overhead and high reliability.  
Key words: 
Routing, QoS, Ad hoc, Cross layer, 802.11e, Bandwidth, delay. 

Introduction 

A mobile ad hoc network is a set of wireless mobile nodes 
dynamically forming a temporary network. The goal of 
this architecture is to provide communication facilities 
between end-users without any centralized infrastructure. 
In such a network, each mobile node operates not only as 
a host but also as a router. 
Providing end-to-end quality of service (QoS) support 
guarantees in ad hoc networks is even more challenging 
for the following reasons. First, every node can randomly 
change position, the topology is generally unpredictable 
and the network status is imprecise. Second, the 
communication channel is wireless, so it shall suffer 
fading, time variation and multi-path effects, and third, 
non-centralization in the network and, thus, network 
resources cannot be assigned in a predetermined manner. 
Consequently, numerous reactive (On-demand) and 
proactive (table driven) [1], [2], [3], [4] QoS-based routing 

protocols were proposed, however, comparative 
investigations [5], [6] and [7] proved that proactive 
protocols are more liable to suffer performance 
deterioration than reactive protocols, due to stale route 
information. Though, on-demand routing approaches have 
been shown to perform well, they generally lack the 
support for QoS with respect to data transmission [8] but 
they suffer absence of resource management mechanisms 
such as admission control. 
In QoS routing, admission control aim to provide a route 
containing enough unused resources to carry a flow, 
without interfering with nearby ongoing traffic and 
guarantees to satisfy a set of predetermined service 
performance constraints for the user in terms of bandwidth, 
delay, packet loss and so on. 
Recently it has become evident that a traditional layering 
network approach (separating routing, scheduling, rate and 
power control) is not efficient for ad hoc wireless 
networks [9]. This is primarily due to the interaction of 
links through interference, which implies that a change in 
resources allocation on one link can induce changes in the 
capacities of all links in the surrounding area and changes 
in the performance of flows that do not pass over the 
modified link. 
The main building blocks of a wireless network design are 
routing, rate control, medium access (scheduling) and 
power control. These building blocks are divided in layers. 
Typically, routing is considered in a routing layer and 
medium access in a MAC layer, whereas power control 
and rate control are sometimes considered in a PHY and 
sometimes in a MAC layer.  
Enhanced Distributed Channel Access (EDCA) is a 
contention based Hybrid Coordination Function (HCF) 
channel access specified in 802.11e [10], [11]. The goal of 
this scheme is to enhance the DCF access mechanism of 
802.11 [12] and provide a distributed access approach that 
can support service differentiation. The proposed scheme 
provides capability for up to four types of traffic classes. It 
assigns a short (Contention Window) CW to classes that 
should have high priority in order to ensure that in most 
cases, higher-priority classes should be transmitted before 
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lower-priority ones. In essence, the CWmin parameter can 
be set differently for different priority classes, yielding 
higher classes with smaller CWmin. For further 
differentiation, in 802.11e different IFS Inter Frame Space 
(IFS) can be used according to traffic classes called in our 
paper Access Category (AC). Each AC within the host 
behaves like a virtual host: it contends for access to the 
medium and independently starts its backoff timer 
according to the basic scheme algorithm.  
Despite of many enhancement mechanisms that have been 
proposed to achieve QoS support, performance evaluation 
results in mobile networks show that EDCA still suffer 
from significant throughput degradation and high latency 
caused by the increasing time used for channel access 
negotiation and network characteristics [13]. In this 
context, the route quality plays an important role in the 
success of application of delivery and QoS support.  
Our contributions in this paper are as follows. First, we 
give an overview of the ACOR [14] (Admission Control 
enabled On-demand Routing) protocol which is designed 
to support Soft QoS [15] or better than BE (Best-Effort) 
service, rather than guaranteed Hard QoS. We introduce 
detailed computations of available bandwidth and end-to-
end delay. The bandwidth and delay metrics are 
represented by elementary local cost functions at each 
node to ensure implicit resource reservation. Furthermore, 
a global function to represent the end-to-end cost of a 
route is accumulated from the source node to the 
destination one; it contains the addition of the elementary 
cost functions. Second, we describe the cross-layer 
algorithm, which is based on the marking technique. We 
define four types of Access Categories, where AC0 is the 
highest-priority and AC3 is the lowest one. 
Routing with multiple QoS metrics is a NP-complete 
problem [16]; however, this problem is beyond the scope 
of this paper and we will deal with it in a future work. 
The rest of this paper is organized as follows. Section II 
describes the proposed Admission Control enabled On-
demand Routing (ACOR) protocol. Section III presents 
cross-layer QoS-based algorithm. We also devote Section 
IV to performance evaluation. Finally, Section IV draws 
conclusions and highlights ideas for future works. 
 

2. Admission Control enabled On-demand 
Routing protocol: An Overview 

The limited resources in mobile ad hoc networks have 
made designing of an efficient and reliable QoS routing 
strategy a challenging problem. However, a simple routing 
strategy is required to efficiently use the limited resources 
while at the same time being adaptable to the changing 
network conditions such as: network size, traffic density 

and network partitioning. In parallel, the routing protocol 
may need to provide different levels of QoS to different 
types of applications and users. Motivated by the latter, 
ACOR was proposed to efficiently provide end-to-end 
support for QoS by introducing simple functions which 
represent QoS metrics and ensure implicit resource 
reservation. The aim of admission control is to determine 
whether the available resources can meet the requirements 
of a new flow maintaining bandwidth and delay levels for 
existing flows.  
Specifically, an ad hoc network can be modeled as an 
undirected graph G(V,E), where V is the set of nodes, and 
E is the set of links. Motivated by the colored sub-graphs 
formulation presented in [17], we divide each link to sub-
links represented by elementary cost functions for QoS 
metrics (i.e.: bandwidth, delay, energy, bit error, packet 
loss probability, security, etc. For purposes of clarity in 
this paper, we only focus on bandwidth and delay. We will 
examine other metrics like delay jitter, packet loss 
probability, security and energy, in a future research. On 
one hand, the bandwidth at each node is represented by 
Fb which is a ratio of the requested bandwidth B by an 
application and the supported bandwidth by a link Bma� in 
addition to the residual bandwidth Br�s at a node, on the 
other, the delay is represented by F� which is also a ratio 
of supported delay D by an application and the 
accumulated hop-by-hop delays with the upper bound of 
delay Dma�. The sum of the elementary cost functions 
(Fb and F�) at each node is added to the global cost 
function F� received in the route request packet during the 
route discovery to represent a route’s end-to-end cost. 
ACOR is a reactive routing protocol. Therefore, routes are 
determined only when needed. A ”Hello” packet is used to 
detect and monitor links to neighbors and to estimate delay. 

2.1 Bandwidth and Delay Estimation 

To offer bandwidth guaranteed QoS, the residual (unused) 
end-to-end bandwidth must be known. In wired networks 
this is a trivial task since the underlying medium is a 
dedicated point-to-point link with fixed capability. 
However, in wireless networks the radio channel of every 
node is shared with all its neighbors. Due to the shared 
medium, a node can successfully use the channel only 
when all its neighbors do not transmit and receive packets 
simultaneously. We use a simple and efficient method to 
estimate residual bandwidth Bres by listening to the 
channel of the IEEE 802.11 MAC. This method is based 
on the ratio of free and busy times.  
Specifically, the DCF mode is based on the Carrier Sense 
Multiple Access with Collision Avoidance (CSMA/CA) 
algorithm combined with the Network Allocation Vector 
(NAV) to determine the busy/idle status of the medium. A 
mobile node must sense the medium before initiating the 
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transmission of a packet. If the medium is sensed as being 
idle for a distributed inter-frame space (DIFS) period, the 
mobile node can transmit a packet. Otherwise, 
transmission is deferred, and a backoff procedure is started. 
In the backoff process, the mobile node computes a 
random value ranging from 0 up to the current CW size. A 
backoff period is computed as this random value 
multiplied by the duration of the slot time. This backoff 
interval is used to initialize the backoff timer, which is 
decreased only when the medium is sensed as idle. As 
soon as the backoff timer expires, the mobile node 
transmits the packet.  
The MAC detects that its channel is free when the value of 
the NAV is less than the current time, receive state is idle 
and send state is idle. On the other hand, the MAC claims 
that the channel is busy when the NAV sets a new value 
receive and send states change from idle to any other state. 
A node estimates its Bres as the channel bandwidth times 
the ratio of free time to overall time. Bres is cross layered to 
the network layer to compute Fb. Hence, the local 
elementary function Fb is given by 
 

 
)(max BBB
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b +−
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Where: 
B: is the requested bandwidth; 
Bmax: is the maximum bandwidth supported by a link, e.g.: 
2Mb/s, 11Mb/s, 54Mb/s; 
Bres: is the residual bandwidth. 
To admit bandwidth requirements B, the following 
inequality must be verified. 
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In the other hand, estimating end-to-end delay in mobile 
ad hoc networks is a crucial problem due to the 
unsynchroni-zed nature of the network. In ACOR, 
a ”Hello” packet is used to estimate the delay to the next 
neighbor. When a node transmits a Hello packet, it starts a 
local timer called dscheduled to wait for the Hello’s 
acknowledgement. Hence, the node the originator of the 
Hello packet records the sending time of its Hello, d1. 
Upon receiving the acknowledgement, the originator 
records again the receiving time, d2. The time difference 
between d2 and d1 (d2 - d1) is then the RTT (round trip 
time). However, to estimate an accurate delay we should 
consider an error probability factor De. Comparatively, De 
is a small value to estimated delay, represents the queuing 
delay at each relaying node, the packet transmission time 
(we assume all nodes with same data rate for each 
direction) and the propagation delay. Hence, the estimated 

delay at node i is Di = RTT + De. At each node, the 
elementary function is given by 
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Where 
D: is the estimated delay to a next hop; 
Dmax: is the upper bound of delay supported by a flow; 
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source) to node j. 
Also, to admit a delay D, the following inequality must be 
verified. 
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Specifically, the local cost functions Fb and Fd are 
hyperbolic limited respectively by Bmax and Dmax which are 
parallel to the ordinate axis.  
The end-to-end cost of a route is represented by a global 
cost function called Fg that results from the sum of local 
cost functions (Fb + Fd) evaluated at each node 
participating in the route discovery (described bellow in 
section 2.3). The value of Fg is accumulated from source 
where is set to cipher to destination. In particular, a high 
value of Fg represents an overloaded route. 
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2.2 Neighborhood maintenance  

Neighborhood information is very important in ACOR 
since it provides the mobility information, traffic and local 
topology. This information is critical for traffic 
measurement and route failure detection and recovery. 
To maintain the neighborhood information, each node is 
required to periodically disseminate a “Hello” packet to 
announce its existence and traffic information to its 
neighbor set. The Hello packet contains the Bres of the 
originator. The Hello is sent at a default rate of once per 
second with time to live (TTL) set to 1. Every node in the 
network receives the Hello packet from its neighbors, 
maintains a neighbors list that contains all its neighbors 
with their corresponding traffic. If a node does not receive 
a Hello packet from a neighbor within Plost (unity of time), 
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the node assumes that the link to the neighbor is currently 
lost. 

2.3 Route discovery and resource reservation 

ACOR conforms to a pure on-demand routing protocol. It 
neither maintains any routing table, nor exchange routing 
information periodically. When a source node needs to 
establish a route to another node, with respect to a specific 
QoS requirement, it disseminates a route request 
(RouteRequest) packet that includes mainly, the requested 
bandwidth, delay and also the global cost function Fg 
which will be accumulated at every participating node to 
establish this route. Hence, each intermediate node, upon 
receiving the route request packet, tries to respond to QoS 
requirements by applying a bandwidth decision in 
reserving the requested bandwidth B, and appending the 
value of its local functions Fb and Fd to the received Fg. 
Afterwards, the node sets a route entry in its routing table 
and rebroadcasts the route request with the updated Fg to 
next hop neighbors. 
 
To reduce the overhead generated by the control packets 
during the route discovery and contrary to other routing 
protocols [18, 19], ACOR adopts two efficient 
optimization mechanisms. One is applied on nodes that 
cannot support QoS requirements, thus ignore the route 
request packet. The other is for every intermediate node 
and based on the rebroadcast of the first received route 
request packet. In particular, when an intermediate node 
receives several route requests to one destination, they 
may contain different values of Fg. By applying the 
optimization mechanism (please see Fig. 1), the node 
records in its routing table the incoming values of Fg with 
the addresses of their nodes the originators, then, 
rebroadcasts the first received route request with the 
updated value of Fg. 
Once, the destination node receives the route request 
packet, it responds by unicasting a route reply 
(RouteReply) packet which principally includes the source 
node’s address and the end-to-end value of Fg to the 
source node along the reverse route. If one of the 
intermediate nodes has set in its routing table several 
sources with different values of Fg of a route request, then, 
must update the Fg value by deducting the received Fg in 
the route reply packet from the sent in the route request 
packet to extract the cost value which will be appended to 
the recorded Fg’s of other neighbors, whose route request 
were not rebroadcast. Otherwise, it simply forwards the 
route request without modifying the value of Fg to its 
neighbor the originator of the route request. 

2.4 Loop-free routing 

The operation of ACOR is loop-free, and by avoiding the 
Bellman-Ford “counting to infinity” problem offers quick 
convergence. ACOR uses a destination sequence number 
to indicate the control packets freshness for each data flow. 

The destination sequence number is maintained at each 
node for the IP address of the destination for which the 
route table entry is maintained. This sequence number is 
updated whenever a node receives new information about  
 

Fig. 1. ACOR’s overhead optimization mechanism  

 
the sequence number from route request, route reply, or 
route error packets that may be received related to that 
destination. ACOR depends on each participating node in 
the network to own and maintain its destination sequence 
number to guarantee loop-freedom of all routes towards 
that node.  
Using this technique, ACOR guarantees that along the 
discovered route no three intermediate nodes will be 
within the same neighborhood area of each other. This 
property reduces the control overhead by minimizing the 
transmission of unnecessary control packets.  

2.5 QoS route recovery 

ACOR adopts the common approach for route break 
detection used in most existing ad hoc routing protocols is 
by neighbor lost detection [18], i.e., the hello packet from 
a lost node does not arrive to its neighbor in time. A route 
error packet is sent back to the source of data to notify 
about the break. As the route error propagates towards the 
source node, each node invalidates routes to any 
unreachable destinations and releases the reserved 
resources. Then, the source node initiates the reroute 
process if it still has data to send. However, this approach 
may take several seconds which is inadequate to delay 
sensitive applications; also, it may engender excessive 
control overheads, and stales recourses. In essence, to 
efficiently recover QoS routes, we use a more efficient 
method based on the bandwidth reservation lifetime at the 
destination node to notify about the route break. Hence, if 
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the destination node fails to receive data of reserved flow 
before its reservation lifetime, the destination node 
initiates the QoS route recovery. This technique aims to 
rebuild a route in the reverse way. The destination node 
broadcasts a reverse route (ReverseRoute) packet 
backward to the source of data. The reverse route packet is 
treated in the same manner as a route request. During the 
propagation of the reverse route packet towards the source 
node, the evaluation of the reverse route with local cost 
functions Fb and Fd, also the global Fg to represent the 
end-to-end quality of a route, in addition to the loop 
freedom to ensure route freshness are included. To 
perform accurate resource reservation, the destination 
node includes the known QoS requirements received 
previously in the route request. Once, the source of data 
receives the reverse route packet, it chooses the adequate 
route with respect to the value of Fg. However, due to 
frequent topology changes or packet loss, the reverse route 
packet may not arrive to the source node within a pre-
defined tolerable time. The source of data may trigger a 
new route discovery by broadcasting a new route request 
for a route as described in 2.3, or send data on best effort 
via the reverse route of the route error packet. 

3. The Cross Layer Algorithm 

The proposed scheme is based on the interaction between 
the 802.11e MAC and ACOR routing protocols. The 
current 802.11e draft basically defines four access 
categories; AC3 corresponds to the highest access priority, 
and AC0 to the lowest. Based on this traffic specification 
it is possible to differentiate ACOR’s flow packets at the 
MAC layer. In this context we propose a marking 
algorithm that uses a reserved field in the header of 
ACOR’s packets to map the traffic flows to a suitable 
traffic classes and thus allows for QoS continuity between 
the different OSI layers. 
Thus, each packet arrives at the MAC layer along with a 
specific priority value (please see Fig. 2). According to the 
marking algorithm flow packets are encapsulated into a 
QoS data frame, where the traffic identifier (TID) field (in 
the MAC header) is used in order to differentiate between 
AC[i]’s frames. Here, the TID field is 4 bits, and can carry 
values between 0 and 15 represent traffic flows as 
specified in [10]. 

The marking algorithm 

11 then QoS_TID = t1 /*Insert the packet in AC3 queue*/ 

10 then QoS_TID = t2 /*Insert the packet in AC2 queue*/ 

01 then QoS_TID = t3 /*Insert the packet in AC1 queue*/ 

321 ttt <<  and ]15,8[,, 321 ∈ttt . 

 
The choice of AC is based on QoS metrics such as 
bandwidth and delay. Thus, the real time and delay 
sensitive applications are mapped to the highest priority 
access category (AC3). We argue this by the fact that a 
voice over IP (VoIP) flow is very sensitive either to packet 
latency and loss leads to voice quality degradation. Since 
video streams require a considerable bandwidth, a boun-
ded delay and a minimum loss rate, we map them on AC2.  
 
Finally, data does not require any QoS metrics is mapped 
to lower priority access category AC1. 
In addition to the traffic access categories, we use the 
maximum retry limit. In fact, the 802.11e MAC layer uses 
a retry count variable, which is incremented after each 
transmission fails. Therefore, when the retry count 
exceeds the maximum retry limit, the failing frame is 
dropped. We use this parameter (maximum retry limit) to 
unequally protect the high priority information. One 
solution is to increase the retry of an important packet, at 
the expense of losing less important packets (as long as the 
receiver can accommodate this extra retry latency). 
However, we should keep in mind that a high retry limit’s 
values decrease the frame drop rate, but may throttle the 
data rate and throughput because of longer backoff time, 
while a smaller retry limit value increases frame drop rate 
but shortens backoff time. Performing the precise analysis 
to find the appropriate values that satisfy these constraints 
is  

 
Fig. 2. Cross layer ACOR protocol 

 
 
out of the scope of this paper, and we would like to leave 
it for future studies. In this paper we consider the 
following assumption to fix the retry limit for each AC: 
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• Since AC3’s and AC2’s CW range is small enough 
(small CWmin and CWmax), we use the maximum 
value allowed by the 802.11 MAC layer. 

• For AC1 and AC0 we choose a smaller maximum 
retry count. This limits the MAC’s retransmission 
packets of both AC1 and AC0, and hence discards 
packets that are too late to be sent (AC0 and AC1 
packets wait longer in the queue than AC3 and 
AC2). 

4. Simulation results 

In order to evaluate the advantage of the proposed cross 
layer ACOR protocol, we have constructed simulations 
using ns2 [20]. The cross layer ACOR protocol is 
compared to the basic ACOR with 802.11b with different 
node’s speeds and multiple traffic flows. 

4.1 Scenario description 

The simulated scenarios consist of 50 located in uniform 
distribution within a square area of 670m forming a multi-
hop network. These scenarios are generated by the random 
mobility model [21]. Our simulation uses different types 
of traffics to evaluate service differentiation. Four queues 
are used in each active node. The queue implementing 
AC3 (highest priority) generates packets with packet size 
of 160 bytes and packet interval is 20ms, which 
corresponds to 64 Kbit/s PCM audio flow (high sensitive-
delay application). The AC2 and AC1 traffic queues 
generate packets of size equal to 1280 bytes each 10ms 
which corresponds to an overall sending rate of 
1024Kbit/s. Finally, the queue without QoS requirements 
AC0 in each active node generates packets with 256Kbit/s 
sending rate using a 200 bytes packet size. Note that the 
number of source nodes is 20. Moreover, the nominal bit 
rate is 2 Mb/s. 

4.2 Performance metrics 

In order to evaluate the performance of the different 
schemes, the following metrics are used: 

• End-to-end delay. The latency incurred by the 
packets between their generation time and their 
arrival time at the destination. This metric indicates 
the performance of the admitted flows.  

• Routing control overhead. The routing control 
overhead is the number of control packets 
propagated by every node in the network divided 
by the number of data packets received by the 
destination nodes. 

• End-to-end bandwidth evaluation. We define the 
end-to-end bandwidth evaluation as the average 
available bandwidth on the established route. This 

scenario is novel and may offer precise information 
about the capability of QoS routing protocol to 
offer the requested bandwidth. 

• Pause time. Affects the relative speeds of the 
mobile nodes, is varied. When the pause time 
increases, nodes tend to remain static. 

4.3 Results and analysis 

We present in this subsection the performance of the basic 
ACOR based on the 802.11b and the cross layer ACOR 
based on 802.11e for the various metrics presented above. 
  
Fig. 3. depicts the average end-to-end delay of 20 source 
nodes aiming to transmit delay-sensitive audio flows to 20 
destinations. We can observe that the cross layer ACOR 
outperforms the basic ACOR which has the longest delay. 
We argue this by the absence of traffic differentiation, and 
these results are due to the good affect of including AC 
traffic classes in the 802.11e MAC layer. 
 
Fig. 4. illustrates the routing control overhead generated 
by the routing control packets. The cross layer ACOR has 
fewer number of control packets because active nodes 
participating in the end-to-end route apply the service 
differentiation algorithm and forward rapidly delay 
sensitive packets contrary to the basic ACOR which does 
not apply the service differentiation algorithm. However, 
when a route breaks both protocols adopt efficient 
mechanisms to reduce the control packet overhead. These 
mechanisms are, in one hand, the re-broadcast of the first 
received route request packet by an intermediate node, and 
in the other, the drop of the route request when the node 
does not support the QoS requirements. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Average end-to-end delay. 
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Fig. 4. Routing control overhead. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. End-to-end bandwidth evaluation 

Fig. 5. presents results from a novel type of scenarios in ad 
hoc networks. This latter consists of evaluating the 
available bandwidth along the end-to-end route. 
We aim by this scenario to efficiency of the proposed 
protocol vs. mobility with different speeds of mobile 
nodes and when our protocol could offer a sufficient 
amount of bandwidth. In fig. 4 we can observe that the 
bandwidth is offered better when mobility decreases. This 
result is reasonable and we can notice that the cross layer 
ACOR outperforms the basic one. This is due to the 
service differentiation algorithm which enhances the 
process of packets with high priority. 

5. Conclusion and future works 
In this paper, presented a new QoS routing protocol called 
Cross Layer ACOR that ensures robust QoS support for 
QoS applications over IEEE 802.11e. The proposed 
protocol is based on a main top-down cross layer 
interaction that allows the network layer to express the 
QoS exigencies to an EDCA-based IEEE 802.11e MAC 
layer. 

Experimental results show that the proposed protocol 
achieves better performances in terms of end-to-end delay 
and bandwidth. Through these improvements, the cross 
layer ACOR considerably increases the perceived real 
time applications. 
Several aspects clearly require further investigation, and 
we proceed to name a few major ones. One important 
aspect is identifying a cross layer technique to obtain a 
security-aware ACOR. Another aspect is the incorporation 
of network optimization criteria within the path selection 
process, e.g., network utilization, carried load, number of 
flows successfully routed, etc. 
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