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Summary 
Spatial clustering has been an active research area in  
Spatial Data Mining (SDM). Many methods on spatial 
clustering have been proposed in the literature, but few of 
them have taken into account constraints that may be 
present in the data or constraints on the clustering. In this 
paper, we discuss the problem of spatial clustering with 
obstacles constraints and propose a novel spatial clustering 
method based on Genetic Algorithms (GAs) and K-
Medoids, called GKSCOC, which aims to cluster spatial 
data with obstacles constraints. The GKSCOC algorithm 
can not only give attention to higher local constringency 
speed and stronger global optimum search, but also get 
down to the obstacles constraints and practicalities of 
spatial clustering. The results on real datasets show that 
the GKSCOC algorithm performs better than the IKSCOC 
algorithm in terms of quantization error.  
Key words: 
Spatial Clustering, Genetic Algorithms, K-Medoids Algorithm, 
Obstacles Constraints. 

1. Introduction 

Spatial clustering has been an active research area in the 
data mining community. Spatial clustering is not only an 
important effective method but also a prelude of other task 
for Spatial Data Mining (SDM). As reported in surveys on 
data clustering, clustering methods can be classified into 
Partitioning approaches, Hierarchical methods, Density-
based algorithms etc. As pointed out earlier, these 
techniques have focused on the performance in terms of 
effectiveness and efficiency for large databases. However, 
few of them have taken into account constraints that may 
be present in the data or constraints on the clustering. 
These constraints have significant influence on the results 
of the clustering process of large spatial data. 

 Spatial clustering with constraints has two kinds of 
forms [1]. One kind is spatial clustering with obstacles 
constraints, such as bridge, river, and highway etc. whose 
impact on the result should be considered in the clustering 
process of large spatial data. The other kind is spatial 

clustering with handling operational constraints [2], it 
consider some operation limiting conditions in the 
clustering process. In this paper, we only discuss spatial 
clustering with obstacles constraints. 

 
     Since K.H.Tung put forward a clustering question COE 
(Clustering with Obstacles Entities) in [3], a new studying 
direction in the field of clustering research have been 
opened up. To the best of our knowledge, only three 
clustering algorithms for clustering spatial data with 
obstacles constraints have been proposed very recently: 
COD-CLARANS [3], AUTOCLUST+ [4], and DBCluC 
[5]-[8]. Although these algorithms can deal with obstacles 
in clustering, many questions exist in them. COD-
CLARANS algorithm only gives attention to local 
constringency. AUTOCLUST+ algorithm builds a 
Delaunay structure to cluster data points with obstacles 
costly and is unfit for a large number of data. DBCluC 
cannot run in large high dimensional data sets etc.  
 

In order to overcome the disadvantage of Partitioning-
based approach, which only gives attention to local 
constringency, and keep the advantage of fast 
constringency at the same time, we propose a novel 
Spatial Clustering with Obstacles Constraints based on 
Genetic algorithms (GAs) and K-Medoids, called 
GKSCOC. The GKSCOC algorithm cannot only give 
attention to higher local constringency speed and stronger 
global optimum search, but also get down to the obstacles 
constraints and practicalities of spatial clustering. The 
results show that the GKSCOC algorithm performs better 
than the IKSCOC algorithm in terms of quantization error.  

 
The remainder of the paper is organized as follows. 

Section 2 introduces spatial clustering based on GAs. 
Spatial Clustering with Obstacles Constraints based on K-
Medoids is discussed in Section 3. Section 4 presents 
Spatial Clustering with Obstacles Constraints based on 
GAs and K-Medoids. The performance of GKSCOC in 
comparison with the standard K-Medoids and GAs are 
showed in Section 5, and Section 6 concludes the paper. 
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 information for authors, please refer to [1]. 

2. Spatial clustering based on GAs  

Genetic algorithms are an efficient parallel and near global 
optimum search method based on nature genetic and 
selection combining the concept of survival of the fittest 
with a structured interchange, but uncertain component of 
the information [9]. GAs imitate natural selection of the 
biological evolution and use the technology of searching 
population (set) to produce a new generation population 
and evolve into the optimum state progressively by 
exerting a series of genetic operators such as selection, 
crossover and mutation etc. GAs can not only 
automatically achieve and accumulate the knowledge 
about the search space during the search process, and 
adaptively control the search process to approach a global 
optimal solution, but also perform surprisingly well in 
highly constrained problems, where the number of “good” 
solutions is very small relative to the size of the search 
space. Furthermore, GAs can provide almost the better 
solution in a shorter time, including complex problems to 
solve by traditional methods. 
 

Clustering purpose is to divide a given group of objects 
in a number of groups (clusters), in order that the objects 
in a particular cluster would be similar among the objects 
of the other ones. This technique tries to solve how to 
distribute n  object in k  clusters according to the 
minimization of some optimization criterion additive over 
the clusters. Once the optimization criterion is selected, 
the clustering problem is to provide an efficient algorithm 
in order to search the space of the all possible 
classifications and to find one on which the optimization 
function is minimized. 

 
The basic algorithm of spatial clustering based on GAs 

can be described as follows. Divide an individual 
(chromosome) into n  part and each part is corresponding 
to the classification of a datum element. The optimization 
criterion is defined by a Euclidean distance among the 
data frequently, and the initial population is produced at 
random. Its genetic operators are similar to standard GA’s. 
This method can find the global optimum solution and not 
influenced by an outlier, but it only fits for the situation of 
small data sets and classification number [9]-[11].  

3. Spatial Clustering with Obstacles 
Constraints Based on K-Medoids 

 Partitioning-base algorithm divides n objects into 
( )k k n< parts, and each part represents one cluster. There 

are there typical types of partitioning-based algorithm: K-
Means, K-Medoids and CLARANS. K-Means takes the 
average value of a cluster as the cluster centre. While 
adopting this algorithm, a cluster center possibly just falls 
on the obstacle (Fig.1), and it cannot be implemented in 
reality. On the other hand, K-Medoids takes the most 
central object of a cluster as the cluster centre, and the 
cluster center cannot fall on the obstacle. In view of this, 
K-Medoids algorithm is adopted in this paper.  
 

K-Means              K-Medoids  
Fig.1.  K-Means vs. K-Medoids  

3.1 K-Medoids Algorithm  

K-Medoids algorithm selects the most central object of a 
cluster as the cluster centre. The basic thought of K-
Medoids algorithm is as follows. A representing object is 
selected for each cluster at random and remaining objects 
are distributed to the nearest cluster according to their 
distance from the representing object. In order to improve 
the quality of the cluster, the representing object is 
replaced with the other object repeatedly. The clustering 
quality is estimated by an object function. Square-error 
function is adopted here, and its definition is: 

2( ( , )) (1)
1

k
E d p cii p ci

= ∑ ∑
= ∈

 

Here, ci is the cluster centre of cluster Ci , ( , )d p q  is 

the direct Euclidean distance between the two 
points p and q . 

The standard K-Medoids algorithm can be described as 
follows. 

1. Select k objects to be cluster centers at random;  
2. Distribute remain objects to the nearest cluster center; 
3. Calculate current E = E ; 
4. Do {  
5. Select a not centering point to replace the cluster 

center ci  randomly;  

6. Distribute objects to the nearest cluster center; 
7. If E < current E  then form new cluster centers;  
8.} While ( E changed). 

3.2 Spatial Clustering with Obstacles Constraints 
Based on K-Medoids  

In order to handle obstacles constraints, the obstructed 

distance function ' ( , )d p q is defined by the shortest 
distance between the two points p and q which cannot be 
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cut off by any obstacle. Accordingly, criterion function is 
revised: 

' 2' ( ( , ))                                     (2)
1

k
E d p cii p ci

= ∑ ∑
= ∈

 

Computing obstructed distance can be divided 3 steps as 
follows [3]: 

 
1. If p and q are visible to each other 

then '( , ) ( , )d p q d p q= ; 
2. Supposing the visible obstacles vertices of p  is 

( ) { , ,..., }1 2vis p v v vn=  (Fig.2), ( , )d p vi is the direct 

Euclidean distance between the two 
points p and vi ,1 i n≤ ≤ ; 

3. Choosing vm in ( )vis p to minimize 

'( , ) ( , )d p v d q vm m+  and then 

' '( , ) ( , ) ( , )d p q d p v d q vm m= + . 

Further explanations and details on how to calculate 

obstructed distance '( , )d p q can be found in [3].    

    

O1 

p q

v1 

v2 

v3 v5 

O2 

v4 

 
Fig.2.  Visibility graph  

 

3.3 Improved Spatial Clustering with Obstacles 
Constraints Based on K-Medoids 

In order to improve the efficiency of whole algorithm, the 
method of Improved KSCOC (IKSCOC) is adopted as 
follows. 

1. Select k objects to be cluster centers at random;  
2. Distribute remain objects to the nearest cluster center; 
3. Calculate 'E ; 
4. Do {let current E = 'E ;  
5. Select a not centering point to replace the cluster 

center ci  randomly;  

6. Distribute objects to the nearest center; 
7. Calculate E ; if E > current E then go to 5 otherwise 

continue;  
8. Calculate 'E ; 
9. If 'E < current E  then form new cluster centers;  
10.} While ( 'E changed). 
 
While IKSCOC still inherits two shortcomings. One is 

that selecting initial value randomly may cause different 

results of the spatial clustering and even have no solution. 
The other is it only gives attention to local constringency 
and is sensitive to an outlier.   

4. Spatial Clustering with Obstacles 
Constraints Based on GAs and K-Medoids 

In order to overcome the disadvantage of partitioning 
approach which only gives attention to local constringency, 
and keep the advantage of GAs which has stronger global 
optimum search at the same time [10], we propose a novel 
Spatial Clustering with Obstacles Constraints based on 
GAs and K-Medoids (GKSCOC) as follows:  

 
1. Initialization: initialize genetic parameter, produce an 

initial population (0)P ;  
2. Calculate fitness of every individual in the 

population ( 1)P t − ;  
3. Select ( 1)P t − to get a new population ( )P t ;  
4. Cross ( )P t ;  
5. Mutate ( )P t ;  
6. Optimize new individuals by K-Medoids;  
7. If the iterative times get to greatest generation, or the 

value of J  between ( 1)P t − and ( )P t is in threshold, 
continue otherwise go to 2;  

8. Output. 
 

4.1 Objective function 

Where, objective function is defined as follows: 
                        

1( )                                                       (3 )f S i J i
=                         

1

'( , )                                       (4)
kj

m

i j k
k x C

J d x P
= ∈

= ∑ ∑  

Thus   the lower iJ  is, the higher the fitness value is. 

4.2 Encoding schemes 

An individual (chromosome) is encoded as the following 
string: 

1 2 mS P P P= L  
Where, ( 1, , ) jP j m= L are the cluster centers.  
And the nearest neighbor rule is defined as follows: 

'( , ) min ( '( , ))                         (5)
1, ,

d x P d x Pi j i kk m
=

= L
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If the distance between ( 1,2, , ) x i ni = L and 

( 1, , ) P j mj = L satisfy (5), then xi is contained in the 

cluster j . 
 

4.3 Genetic operators 

During selection and reproduction, pairs of individuals are 
chosen from the population according to their fitness. Here, 
we consider roulette wheel selection (also called fitness 
proportional model). 
 

The crossover operator is used to combine the pairs of 
selected individuals to create new individuals that 
potentially have a higher fitness than either of their parents. 
We design the following crossover operator based on 
nearest neighbor gene match. 

Supposing (1) (1) (1)
1 1 2 mS P P P= L and (2) (2) (2)

2 1 2 mS P P P= L ar

e individuals to cross, for each (1)
iP in 1S , select (2)

jP in 2S  

such that (2)
jP is the closest one to (1)

iP , and mate 
(1)

iP and (2)
jP . During gene mating, the gene that has 

already mated would not participate in the follow mating 
any longer. In this way, the genes of 1S and 2S are mated 

finally. And then reconfigure 2S  to get *
2S according to 

the order in which the genes mated. For 1S and *
2S , cross 

by selecting crossover points at random to get new 
individuals '

1S and '
2S .  

 
The mutation operator is applied to every individual 

resulting from the crossover process. When mutation is 
applied, each character of the individual has a low 
probability (e.g., typically 4/1000) of being changed to 
another random value of the same type and range. Here, 
mutate according to gene location. Every cluster centre on 
gene location mutates at random by MR, and the mutant 
gene is replaced by the one who is chosen randomly.  

4.4 Individuals Optimization  

For new individuals produced in every evolving, optimize 
them according to the following one:  

1. Cluster individuals according to (5);  
2. Calculate new cluster centers by IKSCOC. 

4.5 Individuals Adjustment  

In K-Medoids optimizing and individuals crossing, normal 
individuals might appear. In order to avoid this situation, 
adjust normal individuals according to the following: if a 

certain cluster iC is empty then select an object from the 
non-empty cluster which is closest to the cluster iC , and 
put it into

iC . Repeat this course until there is no empty 
cluster again. 

5.   Results and Discussion  

We have made experiments on the cluster of  residential 
spatial data points with river obstacles 8 times separately 
by K-Medoids, IKSCOC and GKSCOC. The number of 
clusters k= 4, M =50, 0.6cP = , 0.001mP = , the greatest 
generation is 100, and ε =0.001 (kilometer). Fig.3, Fig.4 
and Fig.5 are respectively the results of K-Medoids, 
IKSCOC and GKSCOC. Obviously, the results of the 
clustering illustrated in Fig.4 and Fig.5 both have better 
practicalities than that in Fig.3, and the one in Fig.5 is 
superior to the one in Fig.4.  

Fig.6 and Fig.7 displayed respectively the map of K-
Medoids and GKSCOC showing the 4 clusters of city 
spatial data around the Yellow River. Obviously, the map 
in Fig.7 displayed better practicalities than that in Fig.6. 

 

 

 Fig.3. Result of K-Medoids  
 

 
                                 Fig.4. Result of   IKSCOC 
 

   
Fig.5. Result of GKSCOC 

 

 

Fig.6. MAP of K-Medoids showing the 4 clusters of city spatial data 
around the Yellow River 



IJCSNS International Journal of Computer Science and Network Security, VOL.6 No.10, October 2006 
 

 

113

 

 Fig.7. MAP of GKSCOC showing the 4 clusters of city spatial data 
around the Yellow River  

Table 1 is the value of J showed in every experiment. It 
is showed that IKSCOC is sensitive to initial value and it 
constringes in different extremely local optimum points by 
starting at different initial value while GKSCOC 
constringes nearly in the same optimum points each time. 
Therefore, we can draw the conclusion that GKSCOC has 
stronger global constringent ability comparing with 
KSCOC; and GKSCOC has not only considered high local 
constringent speed but also kept good global constringent 
characteristic, but the drawback of this method is a 
comparatively slower speed in spatial clustering. 

Table 1. Value of J showed in experiments (unit kilometer) 

Algorithms First Second Third Forth 

IKSCOC 3665.1 3881.5 3720.5 4081.3 

GKSCOC 3691.6 3691.3 3690.4 3990.0 

 Fifth Sixth Seventh Eighth 

IKSCOC 3981.4 3539.4 4021.6 3789.5 

GKSCOC 3690.8 3690.5 3690.6 3690.6 

6.  Conclusions 

In this paper, we discussed the problem of spatial 
clustering with obstacles constraints and propose a novel 
GKSCOC based on GA and K-Medoids. The comparison 
proves that our method can not only give attention to 
higher local constringency speed and stronger global 
optimum search, but also get down to the obstacles 
constraints and practicalities of spatial clustering. The 
results of the experiments on real datasets show that the 
GKSCOC algorithm performs better than the IKSCOC 
algorithm in terms of quantization error. The drawback of 
GKSCOC algorithm is a comparatively slower speed in 
clustering. But its achievements will have more practical 
value and extensive application prospect. 
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