
IJCSNS International Journal of Computer Science and Network Security, VOL.6 No.10,  October 2006 
 

 

227

Manuscript received  October 11, 2006. 
Manuscript revised   October 25, 2006. 
. 

Efficient Retrieval on Dense Vector by Similarity 
Preserve Hash in Vegetable Geographical Origin 

Identification System 

Nobuyoshi Sato†, Minoru Uehara††, Koichiro Shimomura†, Hirobumi Yamamoto†  and  Kenichi Kamijo† 
  

†Plant Regulation Research Center, Toyo University, Itakura-machi, Gunma 374-0193 Japan 
††Department of Information and Computer Sciences, Toyo University, Kawagoe City, Saitama 350-8585 Japan 

Summary 
Recently, camouflaging geographical origin of agricultural 
products is a major problem in Japan. Therefore, we developed a 
distributed geographical origin identification system which 
identifies cultivated farms of vegetables by using trace element 
compositions of vegetables. This system stores compositions of 
trace, or very small quantities of elements into database which 
located on farming districts, and compares them to trace element 
compositions of vegetables which gathered from food 
distribution channel such as markets, food factories. The 
comparison is done by calculating correlation coefficient. This 
system can be considered as an information retrieval system 
which gives only an answer of which trace element composition 
is similar to given query vegetable’s trace element composition. 
In this system, trace element compositions are expressed as 
dense vector, and they are retrieved by one-to-one comparison. 
In this paper, we describe applying Similarity Preserve Hash 
(SPH) into our geographical origin identification system, with 
assumption on data disposition.  
Key words: 
Similarity Preserve Hash (SPH), Retrieval on dense vector. 

1. Introduction 

Recently, food safety problems such as BSE, 
camouflaging cultivated place of vegetables is a big issue 
in Japan. To cope with this problem, some food 
traceability systems are now partly on practical use in 
Japan. In food traceability systems, IDs such as barcodes 
or RFID tags into packages. However, there is an 
important problem that traceability systems chase only IDs. 
Therefore, ID/package switching/forging cases have been 
exposed in Japan.   

In such situations, we proposed a distributed system 
which identifies geographical origin of vegetables by 
analyzing, accumulating and comparing trace element 
compositions of vegetables[1][2]. This system is able to 
identify cultivated farms of vegetables by vegetables 
themselves.  

Plants such as vegetables absorb metal ions in the soil. 
Since compositions of metal ions in the soil differs from 
geographical places, even farms, and fields. Therefore, 

compositions of metal ions in the soil and vegetables 
which absorbed them have different features, it is thought. 
In our system, databases are located in farms, agricultural 
organizations and so on in every farming district. Trace 
element compositions of shipped vegetables are recorded 
onto these databases, and they are compared to trace 
element compositions of vegetables gathered from 
distribution channel such as food factories, wholesale and 
retail markets. Unlike food traceability system, our system 
analyzes and compares vegetables themselves. So, 
deceiving our system is difficult, we thought.  

Our geographical origin identification system can be 
considered as a sort of information retrieval system that 
gives only an answer for a given query. Trace element 
compositions are expressed as high dimensional dense 
vector in our system. Generally, efficient method on all of 
storing data, retrieving data, and storage space usage 
without any assumptions character of data itself. As a very 
initial implementation, our system employed one-to-one 
comparison by calculating correlation coefficients between 
given query vegetable’s trace element vector and all stored 
trace element vector. So response time to identify was 
slow. Therefore, in this paper, we introduce to employ 
Similarity Preserve Hash (SPH)[3] to improve response 
time to identify geographical origin of a vegetable. SPH is 
a simple idea based hash function that outputs similar 
values for similar inputs.  

The organization of this paper is as follows. In 
section 2, as related works, we will describe some works 
on food safety problem and SPH. In section 3, we describe 
outline of our system. In section 4, we will describe a 
method to accelerate response time to identify 
geographical origin by reduction of the number of one-to-
one comparison to find similar trace element composition 
data. Finally, we will conclude. 
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2. Related Works 

2.1 Chemists’ works 

Many chemists have challenged to identify 
geographical origin in wine[4], coffee[5], tea[6], potatoes 
[7]and orange juice[8], especially, geographical origin 
identification of wine are researched in Europe from 
almost 20 years ago. In these researches, not only trace 
elements analysis but also abundance of stable isotopes 
and differences on ingredient of organic matter are used to 
identify. On the other hand, in Japan, geographical 
identification by trace elements analysis in Japanese leeks 
(welsh onions)[9], onions[10], garlic[11] and unpolished 
rice[12] are already researched. However, although 
researches on identification by trace elements analysis 
showed possibility of discrimination, but geographical 
identification is not yet. Therefore, to realize geographical 
identification, accumulating trace elements analysis data 
of each producing districts are needed. However, 
geographical and temporal granularity of accumulating 
data is not clear now, so we cannot decide that what kinds 
of data should be stored. Also, relations between parts of a 
vegetable, circumstance of soil and fertilization and trace 
elements is not clear now. However, in general terms, 
there are some cases such as Japanese leeks cultivated in 
Japan and China seem to be distinguishable, a cultivated 
products are grown in Japan or other continent is 
distinguishable by using abundance of stable isotopes 
which is related with ages of soil is created. Thus, 
geographical origin identification by trace elements is 
promising way, we think. 

2.2 Similarity Preserve Hash 

Since trace element compositions are expressed dense 
vector with 6 or more dimensions, efficient indexing 
method is needed to accelerate response time of the system 
when identifying. R-tree and its derivations and so on are 
famous as methods to index high dimensional data. In high 
dimensional data, there is no known method which 
satisfies all of storage space efficiency, cost for creating 
index, cost to retrieval, and no assumptions on data. 
However, this also means that there are some efficient 
methods except one of storage space efficiency, indexing 
cost, retrieval cost and assumptions on data. Generally, R-
tree and derivations are not friendly to existing relational 
database and applications. Although PostgreSQL can 
make R-tree index, however, this is supported on only few 
geometric data type such as box, circle. Therefore, we 
employed a method which is not high dimensional tree 
based. 

Similarity Preserve Hash (SPH)[3] is a hash function 
based on vector space model which gives similar output 

for similar input, unlike ordinary hash functions. Normally, 
ordinary hash functions do not depend on length of input, 
however, input for SPH should be any fixed length to best 
use of feature of SPH. That is, the input for SPH should be 
m dimensions vector. In SPH, to get n bits of output, n 
random vectors are prepared. If random vectors were 
changed, the output of SPH will change. Therefore, 
changing random vector after once data accumulation is 
started will have expensive cost.  

To establish standard of SPH output, n random 
vectors Rn = (rn,1 rn,2 … rn,m) in m dimension space are 
prepared. Let a vector for input of SPH be S=(s1 s2 … sm). 
An angle between Rn and S is calculated as follows:  
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Here, s is average of (s1 s2 … sm), nr is average of (rn,1 rn,2 
… rn,m). hn which is the n-th bit of SPH hash value for 
input S is defined using dn as follows: 
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And, these series of bits are assembled into SPH hash 
value as hn-1hn-2…h2h1h0. 

In our geographical origin identification system, all 
trace element data to calculate correlation coefficients are 
standardized. So Rn are generated so that probability 
distribution of each element of Rn is Gaussian distribution. 

To employ SPH to retrieve a vector, a SPH value of a 
query vector Q, SPH(Q)is used. However, we must care 
that SPH values of vectors R SPH(R) which should hit to 
Q do not have always the same value to SPH(Q), except 
for in case of Q and R are exactly the same. That is, all 
SPH(R)s which are within few bit Hamming distance from 
SPH(Q) must be searched. When a SPH hash bit string has 
k bits width and l bits are selected for Hamming, the 
number of all SPH(R) bit strings a which are within l bit 
Hamming distance is ∑=

=
l
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combination explodes on value of k and l. We confirmed 
that this can be reduced to  ∑=
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. Detail will be 

described in Section 4. 

3. Geographical Origin Identification System 

At first, we describe our proposed method to identify 
geographical origins of vegetables using their trace 
element compositions. In our method, trace element 
composition of both shipped vegetables from and gathered 
vegetables on food distribution channel are compared as 
vector forms, and if angle of two vector is almost 0, 
corresponding farm is judged as a geographical origin. 
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Trace element compositions are standardized. And, angle 
of vectors are calculated as correlation coefficient.  

A vector of m sorts elements Si = (si,1 si,2 … si,m) 
express trace element compositions of vegetables which 
shipped and measured. Let i be an ID of shipped vegetable. 
Here, let trace element compositions of vegetables 
gathered from food distribution channel be U = (u1 u2 … 
um), correlation coefficient of two vectors rSi,U is as 
follows:  
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When rSi,U overcomes a suitable threshold near 1, Si and U 
are considered that they are grown in the same field of a 
farm. Note that there may exists some Si that overcomes 
the threshold, and not always Si which have the maximum 
rSi,U is the geographical origin.  

To prevent possibility of iniquity, it is desirable that 
trace element compositions of vegetables are measured, 
stored at agricultural organizations on faming districts. So 
we decided to locate distributed databases which 
accumulate trace element compositions onto farming 
districts. Fig.1 shows the overview of proposing system. 
Databases which accumulate trace element compositions 
are located onto agricultural organizations in each district 
as DataSite. Furthermore, to cope to iniquity by 
agricultural organization on each district, a ControleSite is 
installed in an agricultural authority organization.  

 

Fig.1 The overview of geographical origin identification system of 
vegetables 

4. Query Target Selection by SPH 

As described above, our proposing system identifies 
geographical origin of vegetables by calculating 
correlation coefficients. Generally, since a correlation 
coefficient of two vectors cannot be known before it is 
calculated, our system employed one-to-one comparison 

between a query vector and all trace element composition 
vectors of vegetables stored in databases in Data Site. That 
is, calculating correlation coefficients itself is one-to-one 
comparison. Since there are currently about two million 
farms in Japan[13],  we estimate that hundred thousands of 
farms cultivate the same crop and breeds. Since we have 
an idea to install geographical origin identification kiosk 
for consumers into all supermarkets, response time of 
identification system should be as short as possible to 
realize interactive kiosk.  

Here, we define response time of our system to 
identify geographical origin as sum of three steps; data 
retrieval time from database, calculation time of 
correlation coefficients, and transfer time of calculation 
results between Data Sites and Control Site. Table 1 shows 
that the response time of our geographical origin 
identification system when a query is given by a user in 
our previous work[2]. All of retrieval time, calculation 
time and transfer time seem to be O(n) against the number 
of stored samples. All programs for evaluation in this 
paper are written in Perl, except a program for 
computation is written in C. FreeBSD 5.5R, PostgreSQL 
7.4.2, Pentium4 2.8GHz PC is used for all evaluations. All 
retrieval target data is simulated data based on actual trace 
element composition measured on our previous 
works[1][2]. 

Firstly, we tried to reduce the number of one-to-one 
comparison to reduce computation time and CPU load to 
calculate correlation coefficients. This can be realized by 
rough selection of targets to calculate correlation 
coefficients by SPH, as described in section 4.1. Next, we 
tried to reduce retrieval time that increased by employing 
SPH. Transfer time can be reduced by limiting correlation 
coefficients of calculation results to be transferred. 
However, this will be realized automatically by previous 
two efforts.  

Table 1 Response time in case of one-to-one comparison 
#stored 
samples 

Retrieval 
time [sec.] 

Computation 
time [sec.] 

Transfer time 
[m:s] 

1000 0.27 0.56 0:01.49
10000 1.37 1.82 0:08.96

100000 12.13 15.13 1:05.67

4.1 Fundamentals of SPH and Naive Method 

Since output of SPH depends on random vectors, 
random vectors must be prepared before accumulating 
data onto database and they should not be changed once a 
data is stored. 

Firstly, a set of random vector R is generated by 
ControlSite, and distributed to all DataSite. In our system, 
correlation coefficients are calculated in standardized 
vector space. Therefore, R is randomly generated so that 
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they accords Gaussian distribution. This means that 
random vectors have no need to be adjusted to averages 
and standard deviations of trace element composition data. 

Trace element data is standardized by following 
steps; calculation of averages of each element through all 
farms, calculating standard deviations of them, and 
standardization itself.  
Averages of each element 

Average of composition of an element in site i, xi*e is 
as follows: 

∑
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Here, xije represents composition of element e of stored 
sample in j-th on site i. mi represents the number of stored 
items in site i. Each site can calculate ijex  without 
communicating to other site. Average of e in entire the site 
is as follows:  
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Here, n is the number of sites.  
Standard deviations of each element 

Standard deviation se of entire the sites can be 
calculated as follows: 

    

∑
∑

∑∑
∑

=
=

= =
∗∗

=

−
=

−
−

=

n

i
ien

i i

n

i

m

j
eijen

i i

e

d
m

xx
m

s
i

1
1

1 1

2

1

1
1

)(
1

1

           (6) 

Here, ∑ = ∗∗−= im

j eijeie xxd
1

2)(  is residual sum of squares 

of e in site i. Each site calculates die, ControlSite gathers 
die, and calculates se.  
Standardization and calculation of SPH 

  Next, stored data are standardized and their SPH are 
calculated as following: 
1. Let standardized vector of j-th data in site i be 

Yij=(yij1 yij2 … yijl), e be element. Each element of 
standardized vector yije can be calculated with: 

e

eije
ije s
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y ∗∗−
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Yij can be calculated in each DataSite. Here, l is the 
number of element of stored data, or dimension of 
vectors.  

2. DataSite i calculates SPH hash value of Yij based on 
R SPHR(Yij). In case of new R is generated by 
ControlSite, DataSite i calculates SPHR(Yij) of all j. 
When j is newly added, SPHR(Yij) for newly added j 
is calculated.  

3. DataSite i sends SPHR(Yij) to ControlSite. Useful 
attributes of stored data for target selection such as 
shipped date is sent at the same time.  
Since averages and standard deviations are calculated 

from stored data, ex **  and es  can vary by adding data to 

database. Therefore, ex **  and es  should be always 
recalculated when a trace element data is added. Since 
recalculation of ex **  and es   brings recalculation of SPH, 
this is very ineffective. However, if the number of stored 
trace element data is enough large and all farming districts 
are already registered before calculating ex **  and es , it is 

thought that ex **  and es  do not vary so much. So frequent 

recalculation of ex **  and es  can be avoided. We think it is 

enough that ex **  and es  are recalculated a time in a year 
for each harvesting season. 
Geographical origin identification procedure 

Next, we describe behavior of the system to identify 
geographical origin of a vegetable gathered from food 
distribution channel.  
1. A client for identification c calculated SPH hash 

value of a identifying sample U=(u1 u2 … ul), 
SPHR(U). Here, U is standardized in advance.  

2. c sends SPHR(U) with crop, breed and shipping date 
of identifying sample to ControlSite, and request to 
target selection.  

3. ControlSite enumerates a set S of DataSite i having 
data which consists SPHR(U) and 
Hammingz(SPHR(U)), and sends S to c. Here, 
Hammingz(SPHR(U)) is a set of all SPH which are 
within z bit of Hamming distance from SPHR(U).  

4. c obtains standardized trace element compositions Yij 
which satisfy Hammingz(SPHR(U)).  

5. c calculates correlation coefficients between 
identifying sample and obtained data from each site 
as follows: 
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6. c treats combination of i and j those r(YijU) overcomes 
a threshold t as result of identification. If there are 
some combinations of i and j, c treats combinations 
of i and j those shipping date, breed and geographical 
origin is the same to identifying sample as proper. 
Otherwise, all combinations are shown to user.  
Here, we describe a method to reduce the number of 

Hamming SPH strings by restricting bit selected for 
Hamming. Fig.2 shows a simplified example to calculate 8 
bit SPH. In Fig.2, Q is a vector of identifying sample’s 
query vector, A and B are vector of trace element 
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compositions of stored samples, R0 though R7 are random 
vectors to calculate SPH.  

As described before, n-th bit of SPH of a vector Q is 
calculated following when correlation coefficients 
between Q and R0 through R7 are expressed as dn:  
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That is, hn is 1 when an angle between Q and Rn is lesser 
than or equal to 90°, hn is 0 otherwise. A SPH is 
assembled as a series of bits h7h6h5h4h3h2h1h0. Therefore, 
in example of Fig.2, SPHR(Q) is 01110101. On a vector A 
near Q, SPHR(A) is 01110101, exactly matches to 
SPHR(Q). However, on another vector B near Q, of which 
distance to Q is similar to distance from A to Q, SPHR(B) 
is 01110001, not matches SPHR(Q). On B, a bit h2 
calculated from R2 differs, however, B has almost the 
same importance to A as vectors near Q, and B must not 
be leaked from retrieval results for geographical origin 
identification.  

   

Fig.2 A simplified view of SPH 

Here, SPHR(B) differs because d2 is negative for B. 
This brings an idea to give higher priority to Rn those sign 
is easily reversed, in different words, Rn which crosses 
almost right angles to Q. On the other hand, vectors do not 
cross right angles (in Fig.2, R3 and R6 etc.) have no 
meanings to be selected for Hamming bit. Therefore, it has 
high efficiency when Hamming bits are selected in 
increasing order of dn. The number of combination of all 
Hamming bit strings for a query a will be ∑ =

+=
h

x xnCa
1

1 

when width of SPH is n (or n random vector is prepared), 
and h bits are chosen from it. And, a can be reduced. To 
select Hamming bits with this way, firstly Hamming 
candidate bits are selected from entire bits of a SPH, then, 
few bits for Hamming are selected from these candidate 
bits.  

4.2 Evaluation of Naive Method 

Fig. 3 explains that relation ship between the number 
of Hamming bits to be searched and the number of hits for 
each query. Here, we retrieved 100,000 queries from 
100,000 stored trace element data. Both of queries and 
stored data have 6 elements, and are randomly generated 
based on Gaussian distribution. A set of 32 random 
vectors with 6 dimensions were used. In Fig.3, “3 bit 
Hamming” means that all combination of SPH Hamming 
bit strings within 3 bit Hamming distance from query’s 
SPH of each query were searched. Threshold of 
correlation coefficients which judges whether particular 
samples match to given query was 0.990. In Fig.3, a curve 
titled “All targets are searched” explains that the number 
of hit items in case of 100% recall ratio. This means that it 
is ideal case if a SPH employed result have the same or 
much closed curve to “All targets are searched”. At the 
result, “4 bits Hamming” have very closed curve to it, the 
runner-up is “3 bits Hamming”. So it seem to be enough in 
case of all SPH bit strings within 3 or 4 bits Hamming 
distance from given query’s SPH are searched.  
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Fig. 3 Histogram of #hits for each #Hamming bits 
100000 queries are retrieved against 100000 stored data 

Fig. 4 shows that frequency of the number of hits for 
each Hamming bit string. Here, all of 9,277,285 bit strings 
within 3 bit Hamming distance from given 100,000 
queries are searched. Over 8,829,027 Hamming SPH bit 
strings have no hit. This means that there are only few 
Hamming SPH bit strings which hit to given query, within 
n bits Hamming distance from SPH of given query. So this 
wastefulness must be removed for practical use. 
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Fig.4 #hits per Hamming bits and frequency 100000 queries are  
retrieved against 100000 items of stored data 

Here, we describe evaluations about a method to 
make retrieval efficiency by restricting Hamming bits of 
query SPH and reducing the number of Hamming SPH bit 
strings. Fig.5 shows that the number of hits per each 
Hamming SPH. Here, each bit of query’s SPH is sorted in 
increase order of absolute values of correlation coefficient 
dn between query Q and random vectors Rn. In this 
experiment, 100,000 queries are used for 100,000 stored 
trace element composition data, as same as above 
experiment. The number of SPH bits is also 32. The 
number of hits decreases from order 1 to 5 linearly, and on 
order 10 and upper, only few hits are counted. The lowest 
order which hit was 15 when 3 bits are used for Hamming, 
13 for 3 bits Hamming, and its number of hit was 1. As 
this result, in retrieval using SPH, it is enough that only 13 
or 15 bits which have low absolute value of dn are selected 
for Hamming. In this case, only 16 bits those Rn is close to 
Q should be selected for margin is considered. Also, in 
cases of the number of bits of SPH is increased, it is 
thought that almost half bits of SPH is selected for 
Hamming, this will be enough if random vectors are 
generated completely random. This means that the number 
of all combination of Hamming bit strings can be reduced 
to ∑ =

+
h

x xn C
1 2 1. 
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Fig.5 #hits of Hamming SPH sorted in order of distance between 
Hamming SPH bits and query’s SPH 

Table 2 shows response time when SPH is employed, 
both in case of Hamming bits are restricted to 16 bits, and 
not restricted. Computation time and transfer time are 
reduced drastically. They seem to be O(1) against the 
number of stored trace element data in database in both 
two cases. However, retrieval time become so long And 
retrieval time seem to be O(n) against the number of 
stored trace element data. Fig.6 shows detailed retrieval 
time. Unfortunately, retrieval time seem to be O(n2) 
against the number of Hamming bit. Since all SPH bit 
strings within 3 (or even 4 in unfortunate case) bits 
Hamming distance should be searched to avoid leakage of 
retrieval in Fig.3, this slow retrieval time is not acceptable. 
However, in overall saying, SPH successfully reduced 
computation time and transfer time. Therefore, we tried to 
reduce retrieval time as described following subsection. 

Table 2 Response time when 3 bit Hamming SPH is employed  
(a) Hamming bit restriction is not employed 

#stored 
samples 

Retrieval 
time [sec.] 

Computation 
time [sec.] 

Transfer 
time[sec.] 

1000 2.53 0.00013 0.63
10000 22.83 0.00016 0.64

100000 237.39 0.00057 0.71

(b) Hamming bit restriction is employed 
#stored 
samples 

Retrieval 
time [sec.] 

Computation 
time [sec.] 

Transfer 
time[sec.] 

1000 0.27 0.00012 0.64
10000 2.17 0.00013 0.63

100000 19.75 0.00019 0.65
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Fig.6 #Hamming bits, #stored trace element data vs. retrieval time 

4.3 Acceleration retrieval time of SPH by grouping 

Here, firstly, we discuss about why retrieval time 
increased when SPH is employed. Data is obtained from 
database by using all Hamming bit strings of SPH as key. 
Therefore, in the SQL query, all Hamming bit strings are 
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enumerated like SELECT * FROM trace_elem_table 
WHERE sph IN (0x01234567, 0x01234568, … 
0x13568013);. If value of Hamming bit strings continues, 
BETWEEN can be used to grouping of these bit strings. 
So grouping by BETWEEN is able to used when 
Hamming bits are chosen from LSB in sequence. However, 
since Hamming bits are chosen by order of angle between 
given query and random vectors. Therefore, if Hamming 
bits satisfied this condition (to a certain extent) on 
Hamming order, it was just a coincidence. When all 
humming bit strings which have Hamming distance within 
3 bits form given query’s 32 bits SPH are enumerated, the 
number items on a set of Hamming bit sequence is 

6971
1 2 =+∑ =

h

x xn C , when h=3 as described before. 

Table 3 shows execution time of SELECT statement when 
all bit sequences are enumerated in WHERE condition.  

Table 3 Execution and invocation time vs. the number of bit sequences 
when they are enumerated in WHERE on SELECT. statement 

Exec. time [m:s] #bit sequences #Hamming 
bits 32 bit 16 bit 32 bit 16 bit 

1 0:01.2 0.00.7 33 17
2 0:13.3 0:05.4 529 137
3 4:39.7 0:34.1 5489 697
4 32:41.7 1:56.0 41449 2517

Response time when this SELECT statement is 
executed is thought as O(n) where n means the number of 
bit sequences enumerated in WHERE condition. Therefore, 
it is important that to reduce the number of members on 
WHERE condition to shorten response time.  

  To reduce the number of members on WHERE 
condition, grouping of SPH is one of possible way. Since 
SPH puts similar output for similar input, this way is 
thought as promising. In following, we will introduce and 
compare some grouping methods.  

  There three methods for grouping of SPH.  
 Use value of several bits of MSB of SPH. In this 

paper, we examined when MSB 4 bits are used. Thus, 
all values of SPH and Hamming bit sequences are 
divided into 16 groups. In WHERE condition, bit 
sequences of MSB are enumerated. 

 Transform SPH onto Gray code, and its several bits 
of MSB is used for grouping. Here, MSB 4 bits are 
used the same as above. 

 Grouping by the number of set bits on a bit sequence 
of a particular SPH. The number of set bits on 
Hamming bit sequence is always the number of set 
bits on original SPH±n bits. In this paper, to divide 
into 16 groups, we employed one half of the number 
of set bits.  
The group information is stored before selecting 

target for calculation of correlation coefficients. That is, a 
column which expresses MSB and the number of set bits 
of SPH is added onto the table of trace element data. 

When retrieving targets, the column is used on WHERE 
condition. The number of groups enumerated on WHERE 
condition is 16 in the maximum. This is extremely smaller 
than when Hamming bit sequences of SPH are enumerated 
directly. When retrieving, data items of which SPH 
exactly matches to query’s SPH and its Hamming bit 
sequences must be extracted from the result of SELECT 
statement. In this way, rapid reduction of working set can 
be realized.  

4.4 Evaluation of Grouping SPH Method 

Table 4 shows that execution time of a query of 
SELECT statement and extract data of which SPH exactly 
matches. In this table, execution time includes invocation 
of a program, inquire to database and extraction. Here, the 
number of Hamming bits for SPH is with in 3 bits. These 
three results are 10 times faster than a result on the same 
Hamming condition of 0:34.1[m:s] in Table 3, when 
Hamming target bits are restricted to 16 bits and 3 bits of 
them are used to Hamming. There is no difference 
observed in three methods, however the number of bits 
method takes little longer. Causes of shorten of execution 
time can be thought as following: shorten of disk access 
time by reduction of the number of members enumerated 
in WHERE condition, execution to pick up data of which 
SPH exactly matches to given query’s SPH and its 
Hamming bit sequence set is done completely on memory. 

Table 4 Execution time of SELECT statement when 3 grouping methods 
are used, Hamming bits are restricted to 16 bits, 3 bits are selected for 

Hamming 
Grouping method Exec. time of SELECT 
MSB 3.31 [sec.]
Gray code 3.14 [sec.]
The number of set bits 3.64 [sec.]

  Table 5 shows that execution time when 1000 
queries are retrieved by these three methods. Only the 
number of bits method takes over 40 minutes, and other 
ends in 30 minutes. 

Table 5 Execution time when 1000 queries are retrieved, in the same 
condition to Table 4 

 Exec. time of SELECT 
MSB 25:09 [m:s]
Gray code 27:24 [m:s]
The number of set bits 41:44 [m:s]

Fig. 7 shows that frequency of the number of items 
divided in a particular group on three grouping methods. 
Here, the number of Hamming bits is 3, and the frequency 
of each group is sorted as decreasing order. The number of 
set bits method has always only 4 groups. Other methods 
have up to 8 groups. 
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Fig.7 Frequency of the number of items divided in groups  
by three grouping methods 

Next, we describe efficiency of target selection by 
these grouping methods. Objective of grouping is to 
realize rapid reduction of the size of working set, by rough 
selection of data of which SPH exactly matches to query’s 
SPH and its Hamming bit sequences. Therefore, efficiency 
of the grouping methods must be evaluated by size of 
reduced working set, and ratio of aim data on the reduced 
working set. Table 6 shows that sizes of reduced working 
sets on three methods. Here, 1000 queries are retrieved 
against trace element database which has 100000 data. 
The number of data which exactly matches query’s SPH 
and its Hamming bit strings was 204.2 for each query in 
average. In methods on MSB and Gray codes, working the 
size of working set is reduced to 1/3.  

  As the bottom line, MSB or Gray code method is 
efficient. To consider facility of implement, MSB could be 
employed in our distributed geographical origin 
identification system for green groceries. 

Table 6 Sizes of reduced working set on three methods 
Grouping methods Size of working set [items]
MSB 32005
Gray code 32005
The number set bits 61003

 
Finally, Table 7 shows that improved response time 

of our geographical origin identification system when SPH 
grouping MSB method is employed, compared to Table 1. 
Retrieval time seem to become constant against the 
number of stored samples. Although computation time and 
transfer time is O(n) against the number of items selected 
by SPH grouping method in principal, computation time 
and transfer time seem to be almost constant against the 
number of stored samples. 

Table 7 Response times when acceleration by SPH grouping MSB 
method is employed 

#stored 
samples 

Retrieval 
time [sec.] 

Computation 
time [sec.] 

Transfer 
time[sec.] 

1000 3.13 0.0042 0.67

10000 3.63 0.0043 0.64
100000 3.31 0.0060 0.65

5. Conclusions 

In this paper, we described how to employ SPH in our 
geographical origin identification system. Unlike R-tree 
and other high dimensional index methods, SPH is 
friendly to generally used relational database systems. Our 
initial implementation employed one-to-one comparison 
by calculating correlation coefficient to identify cultivated 
farms of vegetables. Therefore, we employed SPH in our 
system, and reduced the number of one-to-one comparison 
by calculating correlation coefficients. This realized 
significant reduction of computation time. However, since 
all bit series within 3 or 4 bits must be retrieved from 
database, and the bit series are enumerated in SELECT 
statement, retrieval time become slower. So, next, we 
improved retrieval time by grouping SPH. This made 
retrieval time as acceptable short time. This work made the 
response time about 4 seconds. Although the response 
time when the number of stored samples is few became 
slower, however, response time when large numbers of 
data are stored in database became significantly faster, and 
the response time seem to be almost O(1) against the 
number of stored samples. 
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