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Summary 
Some criminals access ATM(Automatic Teller Machine) using 
other’s bank card by disguising themselves with masks, hats, and 
sunglasses. This paper proposes a novel and efficient method to 
detect such activities by analyzing the video from the camera 
mounted inside ATM. We first extract moving objects based on 
MOG(Mixture of Gaussians) background models and detect face 
region in HSV color space. We then obtain facial features by 
detecting face boundary, suppressing the outlier regions(non-
facial features) inside the boundary, and analyzing projection 
peaks of survived regions. The presence of fraud is determined 
based on the relative location of features detected.. 
Key words: 
Facial  feature extraction, Fraud detection, Background 
model. 

1. Introduction 

The surveillance system plays a great role in improving 
the security of ATM. It records the customer’s face 
information which is useful to trace who did the 
transactions. However, sometimes criminals swindle out 
of other’s bank card and access ATM. They usually 
disguise themselves by wearing hats, masks, helmets, 
sunglasses and so on. So if the surveillance system can 
pinpoint the disguised among customers and give alarms 
when suspicious customer is found, it will prevent the 
crime and enhance the safety. Many approaches were 
proposed on face detection, facial feature detection, and 
face recognition. An excellent survey of these fields can 
be found in [1, 2]. In the survey, many application areas 
were summarized. However, fraud detection in ATM does 
not seem to be tried. 

In this paper, we present a novel and efficient fraud 
detection system where we detect face using color features, 
extract facial features based on generic features such as 
edges and structural matching, and determine the presence 
of fraud based on extracted features. 

2. Related Research 

Tremendous amount of methods were proposed for face 
detection, facial feature detection, and face recognition. In 

this paper we focus only on the detection of face and facial 
features. Face recognition is out of scope of this research. 
We may broadly categorize face detection methods into 
three approaches. They are feature-based, template 
matching-based, and appearance- or image-based 
approaches. In feature-based approach, features such as 
colors are used. Template matching-based approach uses 
whole face or deformable feature templates to find the face. 
Appearance-based approach uses a large set of samples to 
train the system extensively. Facial feature extraction 
techniques can also be divided into three broad 
approaches: generic method, feature template-based and 
structural matching approaches. Generic method uses 
basic features such as edges, lines and curves to detect 
facial features. Feature template-based approach[3, 4] uses 
predefined parameterized templates and matches them to 
an image to detect features such as eyes. Structural 
matching approach[5, 6] adopts flexible statistical shape 
and appearance models to extract facial features. 
ASM(Active shape model) and AAM(Active appearance 
model) in[7, 8] are examples of this approach.  

3. The Proposed Method 

 

MOVING OBJECT DETECTION

Input video

 FACE REGION DETECTION

FACIAL FEATURE
EXTRACTION

DETERMINATION OF FRAUD
 

Figure 3.1 Block diagram of the proposed method 

Fig. 3.1 shows the overall flow of the proposed 
method. Given an input video, we first detect moving 
objects, find face area, extract facial features, and 
determine the presence of fraud. We explain each of these 
steps in detail. 
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Figure 3.2 Moving object detection 

 

                           Figure 3.3 Face region detection 

3.1 Moving Object Detection 

Fig. 3.2 illustrates how to detect moving objects. We 
first generate and update background based on modified 
MOG(Mixture of Gaussians)[9]. We then obtain moving 
edge using equation (1). 

                                                                                  (1)                                                                                                                   
, where MEn is the moving edge of nth frame,    the well-

known Canny edge detector,     the current frame, and B 
the background produced via modified MOG. The MEn in 
equation (1) is more insensitive to illumination changes 
than moving edges presented in [10].     

With MEn, we generate moving object mask that can 
cover the moving part as much as possible. This is done by 
a series of operations including particle noise removal, 
morphological bridging, hole filling, and morphological 
closing and opening. By applying the object mask to the 
current frame, we can extract the moving object. 

3.2 Face Region Detection 

Fig. 3.3 shows how to detect face region. We use the 
HSV color space to detect face region. Some researchers[2] 
use both chromatic components, H and S, in isolating face 
colors. In our application, since we use the camera with 
relatively poor quality, face region frequently shows 
washed out look. Thus restricting the S within some range 
makes the result worse. We use only H with the value 
range described in equation (2).  

 HSkin = (H>325o||H<35o)                                        (2) 
Next step is to generate face region mask. By 

applying equation (2) to the current image, we may obtain 
many face regions of different size and location. We 
choose the one with maximum size among ones near the 
center of the image. We use the location restriction 
because, in our application, face is usually located around 
the center of the image. We then apply hole filling and 
morphological closing and opening to the selected region 
to generate the face region mask. By applying the face 
region mask to the moving object, we obtain face region 

3.3 Facial Feature Extraction 

  

Figure 3.4 Facial feature extraction 
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In order to extract facial features, we use only non-
chromatic part of HSV, i.e., V, of detected face region. 
Taking face region as an input, we first enhance the 
contrast to compensate for poor quality. We then apply 
morphological closing to the enhanced to fill up holes 
caused mostly by facial features such as eyes, nose, and 
mouth. Taking the difference between the enhanced and 
the hole-filled, we get facial feature parts possibly with 
non-facial parts. We do the contrast enhancement again to 
bring up facial features more clearly. We then obtain 
skeletons to distinguish between facial and non-facial 
features. The skeletons of facial features are usually 
oriented horizontally and have lengths within some range. 
Thus, by analyzing the orientation and the length of 
skeletons, we can classify skeletons into two groups: 
skeletons of facial features and skeletons of non-facial 
features. In this work, we assume that face is frontal and 
upright in most of the time. We keep only skeletons of 
facial features and project them back to the image just 
before skeletonization to select only facial features. 
However, it is quite probable that we still have some non-
facial features. Thus we use boundary information of 
detected face region. We remove selected facial features 
on or outside the boundary. If the detected face region is 
relatively larger than real face region, we might still have 
non-facial features which are located relatively far away 
from the group of actual facial features. To remove these 
outliers, we compute mutual distances among features. 

Let N be the total number of facial features and Dij 
the distance between ith and jth facial features. 

Then the average distance is defined as 

        )2,(/
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We say that if Dij> )(, ji <+σμ  ,then ith and jth 
facial features become candidates of an outlier. If jth 
feature is nominated as an outlier candidate many times 
and if it is near the boundary of face, we consider it as an 
outlier and remove it. To find the locations of facial 
features such as eyes and mouth, we project facial feature 
regions both horizontally (into y axis) and vertically (into 
x axis). For the horizontal projection, we divide the 
projection into two equal-sized parts and try to find a peak 
in each half. The peak in the upper half corresponds to y 
location of eyes and the peak in the lower half to the y 
location of mouth. Similarly we divide vertical projection 

into four equal-sized parts and try to find peaks in the first 
and the last parts. The peak in the first part corresponds to 
x location of left eye and the peak in the last part to x 
location of right eye. The middle of x locations of left and 
right eyes becomes the x location of mouth. 

3.4 Determination of Fraud 

             Table 1 Average Lengths of Facial Features                                in 
De Silva et al.’s Algorithm [7]  

  
 Head 

 height 
Eye 

 separation 
Eye 
 to nose

Eye 
 to mouth

Average length 1.972 0.516 0.303 0.556 

   

Fig 3.5 Simplified face model          Fig 3.6 Various cases of  triangle 

    
Fig. 3.5 shows the simplified facial features. Since 

eyes and mouth are the most significant facial features, 
other features such as nose, eyebrows are omitted. We 
define several entities as follows. 
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, where D_EyesSep and D_EtoM are indicated in Fig 

3.5 and the values used in computing the ratio are from 
Table 1 where the relative distances among facial features 
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are shown[7]. We aggregate above four entities into one 
figure of merit E as follows 

EtoMDEtoMDEyesSepDEyesSepD

MouthMouthEyesEyes

EwEw

EwEwE

____ **

**

+

++=
        (5) 

where EyesSepDMouthEyes www _,,  and EtoMDw _ are 

weights of  ,, MouthEyes EE  EyesSepDE _  and EtoMDE _  

respectively, with  EyesSepDMouthEyes www _++  

1_ =+ EtoMDw  . Next we check two more figures of 

merit: aspect ratio of bounding box and solidity of triangle 
formed by centers of two eyes and mouth.                                             

                           

 Boudingbox Facial  Detected of  　
Boudingbox Facial  Detected  of  　

ioAspect_rat Height
WidthF =   (6) 

                                               

 Tri  of area xpected
 　Tri of area ctual

EtoM

EtoM
Solidity E

AF =                      (7) 

, where EtoMTri  is the triangle consisting of centers 
of two detected eyes and mouth.  Fig. 3.6 shows various 
cases of triangle. Fig. 3.6(c) shows the triangle formed by 
two well-detected eye centers and a mouth center, whereas 
Fig. 3.6(a) illustrates the triangle formed by two well-
detected eye centers and a wrong mouth center. In Fig. 
3.6(b), we have only two well-detected eye centers, thus 
no triangle can be formed.  In equation (7), actual area 
means the number of pixels with skin color inside the 
triangle, and expected area the area of whole 
triangle .Thus the solidity tells us the degree of correctness 
of feature extraction. It is clear that the actual area is far 
less than expected area, if either mouth is not detected 
right or it is not detected at all since MouthE  and EtoMDE _   
will be zero and, as a result, E will become very low. The 
final decision criterion is to check D defined as: 

D= ( E > Ethresh ) && ( ioAspect_ratF   > FRatio_thresh )&& 

( SolidityF  >FSolidity_thresh )       (8)  
, where Ethresh, FRatio_thresh, FSolidity_thresh are manually-set 

thresholds. 
If D=1, we classify the face into “no fraud” and 

“fraud” otherwise.  

4. Experimental Results 

In this chapter, we present experimental results for 
each step of the proposed method. 

4.1 Moving Object Detection 

                  
(a)              (b)              (c)              (d)                (e)  

Fig. 4.1 Results of moving object detection  

Fig. 4.1 shows the result for moving object detection. 
Fig. 4.1(a) is the generated background, (b) the current 
image, (c) the difference of edges of (a) and (b), (d) the 
moving object mask after morphological operations and 
hole filling on (c), and (e) the detected moving object 

4.2 Face Region Detection 

    
 

(a)                 (b)                    (c)                   (d) 

Fig. 4.2 Results of face region detection  

Fig. 4.2 illustrates the result for face region detection. 
Fig. 4.2(a) is H space cross section, (b) the skin-color 
region, (c) the face region mask obtained by applying 
morphological operations and hole filling to (b), and (d) 
the detected face region 

4.3 Facial Feature Extraction 

   
(a)                     (b)                (c)                       (d)  

     
(e)            (f)               (g)              (h)                (i)  

Fig. 4.3 Results of facial feature extraction  

Fig. 4.3 shows the result for facial feature extraction. 
Fig. 4.3(a) is the detected face region, (b) the contrast 
enhanced of (a), (c) the result of applying morphological 
closing to (b), (d) the boundary of(b), (e) the difference of 
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(b) and (c), (f) the contrast enhanced of(e), (g) the skeleton 
of (f), (h) the result of removing non-facial skeletons in (g), 
and (i) the extracted facial features. 

    
(a)                              (b)                             (c)  

Fig. 4.4 Result of projection and peak analysis 

Fig. 4.4 illustrates the result of projection peak 
analysis. Fig. 4.4(a) is the extracted facial features, (b) the 
horizontal and vertical projections, and (c) the detected 
mouth and eye locations marked with asterisks. 

Sometimes we have outliers in extracted facial 
features. We remove them by analyzing mutual distances 
among facial features. Fig. 4.5 shows the result of outlier 
removal. Fig. 4.5(a) is the detected face region, (b) the 
location of mouth and eyes with outlier, (c) the location of 
mouth and eyes after removing the outlier. As can be seen, 
removing the outlier makes the result better. 

       
(a)                       (b)                       (c) 

Fig. 4.5 Results of outlier removal  

4.4 Determination of Fraud 

 

    
(a)                           (b)                          (c)  

 

    
(d)                      (e)                             (f) 

Fig. 4.6 Results of fraud determination  

Fig. 4.6 shows the result for fraud determination. 
Each image has 3 sub images. Upper one is the input 
image with bounding box on detected face. Lower left is 
the detected face region and lower right is the extracted 
facial features. On top right of each image, either O or X is 
displayed. O means “no fraud” and X means “fraud”. Fig. 
4.6(a), (b), and (c) are “no fraud” examples and the rest 
are “fraud” examples. As can be seen, the presence of 
fraud is correctly determined. Sometimes the proposed 
method yields erroneous results. Fig. 4.7(a) is falsely 
determined as “fraud” because hair is considered to have 
skin color. This is due to the direct reflection of lights on 
top of the head. Fig. 4.7(b) shows the case where man 
wearing a mask is determined as “no fraud”. This is also 
due to the fact that hair is classified as skin region. 

   
 (a)                                                 (b) 

Fig. 4.7 Erroneous results of fraud determination  

5. Discussion 
 
In this paper, we propose a fraud detection system in 

ATM. We first detect moving object based on modified 
MOG. We then isolate face region in HSV color space and 
extract facial features using morphology, projection and 
peak analysis. Based on the relative location of facial 
features and the aspect ratio of face region, we determine 
the presence of fraud. For test video, we obtain good 
results. However, for some instances, we have erroneous 
results mostly due to the wrong detection of face region 
and this is intended for future research. 
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