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Summary 
For secure sensor network communication, secure and efficient 
routing mechanism is essential. However, due to the basic 
constraints of sensor network, conventional routing or security 
mechanisms cannot be applied. In this work, cluster-based on-
demand routing mechanism is proposed. The mechanism also 
provides security by attaching multiple MAC values and 
increases the security level by computing keys on-demand. 
Instead of finding optimal path, it randomly picks a next 
clusterhead among several candidates. The robustness against 
energy depletion also rises in this way. Secure aggregation is 
further suggested. 
Key words : Sensor network, routing, security, clustering, 
aggregation 

1. Introduction 

Sensor networks will be the core technology towards new 
network appliances such as ubiquitous computing. They 
can be applied at a low cost and cover large area sensing 
various data. Because of their low cost, sensor networks 
can be applied in various application area. However, 
sensor networks also introduce severe resource restraints 
due to lack of data storage and power, and the 
conventional routing protocols cannot be applied. A lot of 
routing mechanisms have been proposed so far. However, 
most of them are not considering the security, which is 
critical for sensor network because the basic constraints 
make the network more vulnerable to various attacks than 
the other wireless networks. So security must be justified 
and ensured before the large scale deployment of sensors. 
In this paper, we propose a secure routing mechanism for 
efficient sensor communications. One of our contributions 
is that we propose secure and efficient routing mechanism 
which is based on hexagonal shaped clustered network 
architecture. Our proposal is dynamic routing path 
selection made by clusterheads and it also provides 
message authentication with keys which are computed on-
demand manner. It lengthens the lifetime of the network 
by diffusing the energy consumption and makes the 
network more resilient against node capture attack by 
preventing the attacker from stealing the raw keys. We 
also suggest  a secure aggregation method by letting the 

base station verify the initial MAC values. 

The organization of this paper is as follows. Section 2 
gives an overview of related work. Assumptions and 
network model for our mechanism are given in section 3. 
Section 4 describes our proposal for secure routing 
mechanism. Secure aggregation mechanism is presented in 
section 5. Security and overhead analyses are described in 
section 6. In section 7, we conclude the paper and present 
some future research directions. 

2. Related work 

A lot of sensor network routing protocols have been 
proposed so far. They can be classified into two categories, 
one is flat routing and the other is hierarchical routing. 
Our proposal is included in the second category. Here, we 
mention several representative protocols for each category.  

In flat routing, every sensor node equally participates in 
routing mechanism. [1][2][3][4] can be classified in the 
flat routing protocols. Sensor Protocols for Information 
via Negotiation (SPIN)[1] assumes all of the sensor nodes 
are potential sinks. Every node uses meta-data, i.e. high-
level data descriptors, and before any data is really 
transmitted, a node performs meta-data negotiations. This 
assures that there is no redundant data sent throughout the 
network. In the Minimum cost forwarding approach[2], 
the sink broadcasts an ADV message containing its own 
cost to its neighbors, and each node receiving the message 
sets a timer. Once the timer expires, the node changes its 
cost to the new one, and rebroadcast the ADV message 
containing the new cost. When a source has data to send, it 
simply broadcasts it, and only nodes having a cost that 
matches the difference between the cost contained in the 
message and the consumed cost, rebroadcast the data. This 
process is continued until the data arrive at their 
destination.  

Hierarchical routing is also called cluster based routing 
protocols[5][6][7][8][9]. They cluster the network, and in 
every cluster, a clusterhead collects the data from their 
own members and deliver the data to base station or upper 
layer clusterheads. LEACH[9] is a representative 
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clustering-based protocol that utilizes randomized rotation 
of the clusterheads to evenly distribute the energy load 
among the sensor nodes in the network. The protocol uses 
dynamic clusterheads mechanism to avoid the energy 
depletion of selected clusterhead, employs localized 
coordination to improve the scalability and robustness. It 
also uses data fusion to reduce the amount of information 
transmitted between sensor nodes and the base station. 
Power-Efficient Gathering in Sensor Information Systems 
(PEGASIS)[6] is a chain-based power efficient protocol 
based on LEACH. It assumes that all nodes have location 
information about all other nodes and each of them has the 
capability of transmitting data to the base station directly. 
Because each node has global knowledge of the network, 
the chain can be constructed easily by using a greedy 
algorithm. To balance the overhead involved in 
communication between the leader and sink, each node in 
the chain takes turn to be the leader. Nodes fuse the 
received data with their own data when data are 
transmitted in the chain. TEEN[8] is another cluster-based 
routing protocol based on LEACH. It has Hard 
Threshold(HT) and Soft Threshold(ST). A node which has 
a sensed value ready determines whether to report it or not 
based on the values of HT and ST. Data are reported only 
when the sensed value exceeds HT or the value’s change 
is bigger than ST. TEEN employs LEACH’s strategy to 
form clusters. There are a lot of other routing protocols 
which have been proposed considering efficiency and 
energy consumption. However, they are usually not 
considering the security aspect which is especially 
important when sensor nodes are deployed in hostile 
environment. In this research, we consider the security 
problem as well as the efficiency and energy consumption 
problems.  

For authentication, Zhu et al.[10] proposed a mechanism 
which enables the base station to verify the authenticity of 
event reports when compromised nodes exist and also 
filters the false data packets injected into the network 
before they reach the base station. This mechanism has the 
overhead of forming associations between nodes and all 
the nodes should keep pairwise keys with their associated 
nodes which are t-hops away. 

3. Network model 

3.1 Network architecture 

Sensor field is clustered in hexagonal shape and in every 
cluster a clusterhead is located at the center of each cluster 
and the clusters are interconnected by several gateway 
nodes. Clusterheads are deployed in the predefined 

positions and normal sensor nodes are deployed randomly 
in their own clusters. Network architecture is shown in Fig. 
1. 

 

 

Fig. 1. Network clustering and pairwise keys between nodes 

3.2 Assumptions 

In our mechanism, all nodes are static and clusterheads are 
located in each cluster areas. They are more powerful in 
computation and have longer lifetime. 

We adopts Blom’s scheme[11] to establish pairwise keys 
between all pairs of neighboring nodes and all pairs of 
clusterheads. In every cluster, there is a dedicated matrix 
for establishing pairwise keys between neighboring nodes. 
Between neighboring clusters, shared matrices are used by 
gateway nodes to setup pairwise keys with neighboring 
nodes belonging to different clusters. Clusterheads are 
responsible for distributing key materials to their gateway 
nodes’ requests and they become to know which nodes are 
their own gateways. For the base station and clusterheads, 
other shared matrices are assigned, and each row from 
respective matrices are predistributed to all the 
clusterheads, i.e, every clusterheads and the base station 
carry as many rows as the number of shared matrices for 
themselves. Every pair of clusterheads including the base 
station can compute its own pairwise keys on-demand way 
using the key material they have been predistributed. 

4. Secure Routing 

4.1 Routing mechanism 

Every cluster is assigned to a coordinate (i,j) on the 
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network field. As in Fig 2, the coordinates look a bit 
different from those of rectangular shape because we 
cluster the field in hexagonal shape. Every clusterhead 
plays an important role in routing. They gather the sensed 
data from their own member sensor nodes and then deliver 
the aggregated data to the base station through the other 
clusterheads. Routing is made by the clusterheads which 
can compute the other clusterhead’s position and the data 
is moved toward the base station through the clusterheads. 
We located base station at the center of the field. However, 
wherever the base station may be located, it has its own 
coordinate and every clusterhead can compute the 
difference between its own coordinate and that of the base 
station. The steps of transmitting the data are as follows. 

Fig. 2. Clusters’ coordinates and possible movements 
 

– Step 1 : Sensor nodes sensing an event generate packets 
and deliver the packet to their own clusterheads with 
MAC values computed by the pairwise keys between each 
sensor node and their clusterheads. Intermediate sensor 
nodes just deliver the data to their clusterhead without 
verifying the MAC values. 

– Step 2 : When clusterheads receive the report packet, 
they verify the MAC values and then generate a new 
report packet which has three destinations. Destination 1 is 
base station, destination 2 is next clusterhead toward the 
base station, and destination3 is the gateway node which is 
responsible for transmitting the report packet to the next 
cluster. Gateway node is randomly selected among the 
multiple gateway nodes by the clusterhead and the next 
cluster is selected according to the routing path selection 
rules. In this step, the clusterhead adds three MACs. 
MACBS is computed using pairwise key with the base 
station, MACCH using the key with next clusterhead on the 
routing path to the base station, and MACGW, using the 
key beetween clusterhead and the gateway node. In this 
way, not only outsider attacks, but also the insider attacks 
by compromised nodes can be detected. The outsider 
attacks are impossible because the adversaries don’t know 
the pairwise keys and cannot generate legitimate MACs. 

Insider attackers, i.e. compromised nodes, can modify the 
data and generate fake MAC values, but this will be 
detected by the next gateway node and then clusterhead, 
and even when the gateway node or clusterhead cannot 
filter the false data, it can be finally detected by the Base 
station. Security and overhead is further described in 
section 6. 

– Step 3 : Report packet generated at step 2 is broadcasted 
in the cluster where the generating clusterhead is located. 
When the gateway node in the report packet receives the 
report packet, it transfers the report packet to neighbor 
cluster after it verifies the MACGW and generate a new 
MACGW with its partner gateway node belonging to other 
cluster. 

– Step 4 : The gateway in the neighbor cluster broadcasts 
the report packet in its own cluster after it verifies and 
generates MACGW if the verification is true. 

– Step 5 : When the clusterhead in the neighbor cluster 
gets the report packet, it checks the two MAC values, 
generates two new MAC values, one for the next 
clusterhead, and the other for the gateway node. And then 
the clusterhead broadcasts the new report packet. 

– Step 6 : When the report packet is delivered to the base 
station through step 1 to step 5, base station finally checks 
three MAC values, one from the beginning clusterhead, 
the other from neighbor clusterhead, and the other from 
gateway node. When the MAC values are true, the base 
station accepts the report packet. Blom’s scheme[11] has 
the property of λ-security, i.e. when more than λ rows are 
compromised, the secret matrix is derived and all keys can 
be computed by adversaries. So, λ is very critical for the 
security and should be properly determined. We omit 
further descriptions about Blom’s scheme here. 

4.2 Routing path selection rules 

Every cluster including base station is assigned to a 
coordinate(i,j). When a clusterhead tries to send a report 
packet, it computes the coordinate difference between 
itself and the base station. It needs to increment or 
decrement i or j values. As in Fig. 2, when the cluster is 
located at the same row or column with the base station, it 
needs to increment or decrement the column or row to get 
to the base station. When it is located at different column 
and different row, it needs to move by changing x or y 
coordinate under some rules. They pick the operation 
randomly every time they need to make the movement to 
decrease the energy consumption of certain nodes on the 
route to the base station. The routes may not be the 
optimal path to the base station. However, in this way, we 
can provide resilience against energy consumption attack. 
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Table 1. Movement directions 
Columns 1 2 3 4 5 6 

Odd 
column 

r−− 
c 00 

r00 
c++ 

r++
c++

r++ 
c00 

r++ 
c−− 

r00 
c−−

Even 
column 

r−− 
c 00 

r−− 
c++ 

r00 
c++

r++ 
c00 

r00, 
c−− 

r−−
c−−

 
Each clusterhead can choose one of the movement in the 
Table 1 according to directions in Fig.2(b). (++) means 
increment of the coordinate, (−−) the decrement, and (00) 
is to keep the same coordinate value. Through some of the 
options, we expect efficient movement which is similar to 
diagonal movement in rectangular clusters through just 
one step. This is possible because we choose hexagonal 
shape and coordinates. By choosing one of the movements, 
each clusterhead can deliver the packet to the next cluster 
on the route, and the next cluster can choose another 
movement through the same process. To decide which 
movement to choose, we set three rules. 

– Rule 1 : Clusters in the same row as the base station can 
choose one of the four movements, direction 2 or 3 for the 
clusters on the left side of the base station and direction 5 
or 6 for the clusters on the right side of the base station. 

– Rule 2 : clusters in the same column as the base station 
can choose two directions, direction 1 for the clusters on 
the down side of the base station and direction 4 for the 
clusters on the upper side of the base station. 

– Rule 3 : clusters in different rows and different columns 
from the base station can choose one of the six movements, 
direction 1,2,3, or 2,3,4, or, 4,5,6, or 5,6,1 according to 
their positions.  

4.3 Consideration for security enhancement 

In step 2 of routing processes, clusterheads generate 
MACs using pairwise keys with base station and next 
clusterhead on the route to the base station, and the 
gateway node respectively. For keeping the pairwise keys 
between clusterheads secret, they don’t keep the keys 
themselves, but just carry the rows from shared matrices 
and compute the pairwise keys every time they need to 
generate MAC values. If they keep the key values, all the 
clusterheads carry six pairwise keys with their respective 
neighbor clusterheads and one pairwise key with the base 
station. In this case, when adversaries capture the 
clusterheads, the whole network could be in danger 
because pairwise keys between clusterheads are very 
important. The security analysis is further discussed in 6.1. 

 

 
 

Fig. 3. Security enhancement method 
 
In Fig.3, CHA chooses a row from shared matrix C4 and 
generates MACCH with a row value from C4. CHB knows 
that the MAC was generated with a pairwise key using 
shared matrix C4 by checking the value in the packet, and 
it verifies the value with the pairwise key after key 
computation. Base station verifies the MAC value MACBS 

in the same manner. By computing pairwise key on-
demand manner, even if nodes are captured, the attackers 
cannot get the keys. 

As mentioned in 4.1 briefly, gateway node is also selected 
randomly every time data need to be transferred from one 
cluster to another. This is for decreasing the energy 
consumption of a particular gateway node and protecting 
the node from energy depletion. 

5. Secure aggregation 

In some cases, an event is sensed in large area. In this case, 
if respective event report is delivered to the base station, 
the energy is consumed unnecessarily. This fact could be 
used for energy consumption attack. So data aggregation 
is needed. For example, as in Fig. 4, when an event 1 is 
sensed in the cluster area 1, 2, 3, 4, normal sensor nodes 
create and send a data packets to their own clusterheads. 

When each clusterhead aggregates the data it generates a 
new report packet and relays it along the routing path. 
After an intermediate clusterhead receives these reports, it 
waits a predefined time period, gathers and compares the 
delivered packets, their event IDs and source IDs. When 
the clusterhead decides that the packets are created by the 
same event, it just increments the count value and delivers 
only one packet to the next clusterhead to the base station. 
In Fig.4, after each clusterhead gathers the sensing packets 
from its own member nodes, first aggregation is made by 
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Fig. 4. Data aggregation by clusterheads 

clusterhead 3(aggregating report packets from cluster 2 
and 3), second aggregation is made by clusterhead 
6(aggregating report packets from 3 and 7), and finally 
clusterhead 9 aggregates two event report packets(from 6 
and 8) and generates one report packet which says the 
event ID is 1, the originating cluster is cluster 2, and the 
number of reporting packets it is aggregating is four. In 
this way, redundant traffic can be decreased drastically. In 
this case, the aggregating clusterhead needs to deliver the 
original MACBS computed by the source 
clusterhead(cluster 1,2,3, and 4) for the base station to 
check if they are true or false. The source clusterhead 
which generates the report packet should not be 
compromised, and we need further research to guarantee 
the authenticity of the first packet generated. This is one of 
our future research. Packet format is shown in Fig. 5. 

 

 
 

Fig. 5. Packet format of the event report packet 

6. Performance evaluation 

6.1 Security analysis 

6.1.1 Routing security 

In routes finding process, every clusterhead randomly 
chooses next clusterhead toward the base station according 
to the route selecting rules. They can use different routes 
every time they need to deliver the data. The farther the 
cluster is located from the base station, the more number 
of routes exist to the base station. In this way, it is not easy 
for the adversaries to guess the routes to the base station. 
Additionally, we can divide the traffic load to multiple 
routes and make the lifetime of the whole network much 
longer. The mechanism further resists against the similar 
energy depletion attacks. Not only the clusterheads, but 
also the gateway nodes are randomly chosen. The gateway 
nodes’ energy should be also saved because they need to 
consume a lot of energy to deliver the data from a cluster 
to another. For efficiency, routes can proceed in the 
diagonal directions because the clusters have hexagonal 
shapes. Our routing rules do not guarantee the optimal 
paths the to base station. They just suggest rough direction. 
However, because of the basic characteristics of sensor 
network, we should not use only one optimal paths 
repeatedly, and sometimes we need roundabout ways 
because of problems such as energy consumption or 
attacks. So our mechanism can provide easy and efficient 
way to find the dynamic routes. Data can be securely 
delivered using attaching MAC values. We use three 
MAC values some of which are dynamically computed, 
too. By choosing key material and compute the key 
dynamically, each clusterhead don’t have to keep 
important pairwise key with them. If they keep the keys, 
the keys can be used by the attackers when clusterheads 
are captured by adversaries. In our mechanism, even 
though the clusterheads are captured, the attackers cannot 
recover the pairwise keys with the other clusterheads or 
base station. They need to capture more clusterheads than 
the value λ to recover the keys, which is impossible if we 
keep the number of rows of the shared matrix over the 
value, λ. In this way, we can prevent keys from being 
disclosed.  

6.1.2 Aggregation security 

Aggregation can make the network very dangerous 
because if the aggregating nodes are compromised and 
modify or forge the report packets. To prevent this kind of 
attack, we put every MACBS from every clusterheads 
when aggregating the report packets from each 
clusterheads. Base station finally verifies the MAC values 
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when it receives the aggregated packet. When an event is 
sensed in large area and data aggregation is made by the 
intermediate clusterheads, there will be as many MACBS as 
the number of initiating clusterheads(count field in the 
packet format). more than one in the event report packet. 
Base station can decide which clusterheads are delivering 
fake messages.  

6.2 Overhead analysis 

6.2.1Storage Overhead  

We don’t need space for keeping the routes to the base 
station because the clusterheads compute the routes on-
demand way, and in every cluster, the data is broadcasted 
to all the sensor nodes. Packet size increases for the MAC 
fields, which is one byte long. We add three MAC values 
and additional field such as count, next clusterhead, 
gateway node. They can be tolerable considering the 
decrease of the redundant traffic generated by normal 
sensor nodes. Another major storage overhead is the key 
material that the clusterheads need to carry to compute the 
keys dynamically. Based on Blom’s scheme, they carry as 
many rows as the number of shared matrices for 
clusterheads. One row has (λ+ 1) keys, and when the key 
is 128 bits long, clusterheads need additional (16 × n) 
bytes, where n is the number of rows the clusterheads 
carry. This can be tolerable because we assumed that the 
clusterheads have larger memory than the normal sensor 
nodes, and considering the importance of disclosure of the 
pairwise keys between clusterheads by node capture attack, 
applying on-demand key computation is critical for 
security. For intermediate clusterheads aggregating data 
from other clusterheads need to keep additional MACs for 
the base station to verify. In the aggregated event report 
packet, there is as many MACBS as the number of clusters 
which detected the event. This overhead can be also 
neglected. 

6.2.2 Computation Overhead  

Computation overhead is a bit higher for clusterheads than 
for normal sensor nodes. They verify and generate two 
MACs, one for the next clusterhead and the other for the 
gateway node, while normal sensor nodes compute one 
MAC generation for their own clusterhead when they 
sense an event. Only the initiating clusterhead generates 
three MACs, one for the base station, another for the next 
clusterhead, and the third for the gateway node. This can 
be ignored because the energy for computing one MAC is 
about the same as that for transmitting one byte[12]. 
Intermediate clusterheads processing aggregation need 
several comparisons for checking if the data is from the 
same event or not. Verification and generation of new 
packet for the intermediate clusterheads are as same as the 

other clusterheads. Base station has to verify as many 
MACs as the number of initiating nodes and two more 
MACs, one from the previous clusterhead and the other 
from the gateway node. Usually, base station has a lot of 
computation and communication ability, and this fact does 
not make any problem.  

6.2.3 Communication overhead  

Communication overhead is very important because it 
consumes a lot of energy compared to other overhead. The 
amount of traffic can be decreased drastically by two step 
aggregation, once by every clusterhead when they get the 
report by their own member sensor nodes and the other by 
the intermediate clusterheads. In this way, redundant 
traffic can be decreased while keeping the required 
security level. 

7. Conclusion and Future work 

In this paper, we propose efficient routing mechanism 
based on a hexagonal shaped cluster architecture. In the 
mechanism, every clusterheads play important roles by 
verifying and generating MAC values to prevent the 
attackers from modifying or forging data packets. They 
choose one of the clusters which are located closer to the 
base station. This choice is made on-demand manner, and 
we can decrease the energy consumption of routing nodes. 
We also propose security enhancement mechanism by 
computing pairwise keys between clusterheads when they 
need to transfer the report packets. In this way, our 
proposal increases the resilience against node capture 
attacks because the clusterheads don’t keep the raw keys. 
Finally, by aggregating the data, we can further decrease 
the redundant traffic and hence, reduce the communication 
overhead.  
For our further research, we are going to simulate our 
routing mechanism and make comparison with the other 
routing protocols. We will also model possible attacks in 
our mechanism and design attack detection and prevention 
mechanisms. 
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