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Summary
Combining multiple classifiers is one of the most important topics in pattern recognition. In this paper the idea is to combine classifiers with different error types by a learnable combiner which is aware of the classifiers' expertise, so that the variance of estimation errors is reduced and the overall classification accuracy is improved. To achieve diverse base classifiers we use the boosting method in which the classifiers are trained with differently distributed training sets. And to combine the diverse base classifiers, considering their area of expertise, we use stacked generalization method which minimizes the generalization error by a classifier at a second layer to learn the type of errors made by the first layer classifiers. The proposed model is experimented with the SATIMAGE data from ELENA database. Experimental results show that the proposed model outperforms the stack and boosting methods with higher classification accuracy.
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1. Introduction
Combining classifiers to achieve higher accuracy is an important research topic with different names such as combination of multiple classifiers, committee machine, classifier ensembles and classifier fusion [1-13]. They are also, proposed to improve the classification performance of a single classifier [14-16]. In classification combinations, it is expected that the differently trained classifiers converge to different local minima on the error surface, and the overall performance is improved by combining the outputs in some ways. A major factor behind any improvement is the generalization performance, which addresses the problem of how to develop a classifier with a finite number of training samples to achieve optimal performance on samples that are not included in a training set. Another factor is the diversity in the classifier opinions [17], for which, methods such as boosting and bagging [18] have been introduced.

Stacked generalization proposed by Wolpert [19], is a layered architecture. The classifiers at the Level-0 receive the original data as their input, and each classifier outputs a prediction for its own sub problem. Successive layers receive the predictions of the layer immediately preceding it as an input and finally a single classifier at the top level outputs the final prediction. Stacked generalization attempts to minimize the generalization error by using classifiers at higher layers to learn the type of errors made by the classifiers immediately below.

In another approach, boosting [20, 21] is one of the most important developments in classification methodology. The intuitive idea behind Boosting algorithm is to train a series of diverse classifiers and to iteratively focus on the hard to learn training examples. It is implemented by two steps, training a number of classifiers with the various versions of the training sample and then combining these classifiers to produce a more powerful one. In the first step, the boosting method generates different training sets using the performance of former classifiers so that training instance that are wrongly predicted by former classifiers will play more important roles in the training of later classifier. It is the special technique that makes boosting effective for the hard-to-learn sample and obtains remarkable improvement in performance.

We applied proposed model to the SATIMAGE data from ELENA database [22]. The experimental results show that proposed model indeed improve the classification accuracy compared with the original stacking and boosting methods.

This paper is organized as follows. In Section 2, we provide the theory of Boosting method. Section 3 and 4 explain the stacked generalization and proposed methods respectively. Experimental results are given in Section 5 to show the effectiveness of the proposed method. Conclusions are given in Section 6.
2. Boosting method

The boosting method introduced to improve the performance of weak classifiers [23]. Its theoretic basis relies on a proof of the equivalence of the strong and weak PAC learning models. In the standard PAC (Probably Approximately Correct) model, for any distribution of pattern and for arbitrary small $\delta$ and $\epsilon$, the learner must be able to produce a hypothesis about the underlying concept, with an error rate of at must $\epsilon$ with approximately of at least $(1-\delta)$. The weak PAC model, however, just requires: $\epsilon<1/2$, i.e. slightly better than a random guess on this two-class model.

Schapire proved the equivalence of the two models by proposing a technique for converting any weak learning algorithm (on any distribution) to a strong learning algorithm. He termed this provably correct technique-boosting. The basis of the technique is creating different distributions on which different sub-hypotheses are trained. Schapire has proved that if three such weak sub-hypotheses, which have an error rate of $\alpha < 1/2$ (on the respective distribution) are combined, then the resulting ensemble hypothesis will have an error rate of $3\alpha^2 - 2\alpha^3$ which is smaller than $\alpha$. Schapire suggested hierarchical combinations of classifiers, such that an arbitrarily low error rate can be achieved.

A procedure for creating appropriate distributions is the following: As shown in Figure 1, in conventional boosting, the algorithm relies on continuously changing the distribution of training set so that those that are frequently misclassified get important role: this way, new classifiers that are added to the ensemble are more likely to classify those hard examples correctly. In the end, boosting algorithm predicts one of the classes based on the sign of a linear combination of the weak classifiers trained at each step. Thus, multiple copies of the "difficult" training samples are likely to appear in the next training set, focusing the "expertise" of the classifier onto a problematic region in the feature space.

3. Stacked generalization method

The method of stacked generalization provides a way of combining trained networks together which uses partitioning of the data set (in a similar way to cross-validation) to find an overall system with usually improved generalization performance.

Consider the modular network system shown in Figure 2. Here we see a set of K "level-0" network $N_1^0$ to $N_k^0$ whose outputs are combined using a "level-1" network $N^1$.

The idea is to train the level-0 networks first and then examine their behavior when generalizing. This provides a new training set which is used to train the level-1 network.
4. Proposed model

Our proposed model is based on the stacked generalization method in which, the boosting technique is used to train the base classifiers. This way, the base classifiers achieve more diversity and each of them covers different area in the error surface. Therefore in the combining stage, the error surface is covered in such a way that the classification accuracy is efficiently improved.

Wolpert suggests that the level-0 networks should contain a wide variety of diversity in classifiers, while (so that) the level-1 network should provide a relatively smooth function and hence should have a relatively simple structure. In our proposed model, we provide more diverse classifiers at the level-0 by apply the boosting algorithm instead of the cross-validation of the conventional style. We will show that, proposed model have a better performance than original stack because of applying boosting as a robust method for diversify level-0 classifiers.

As shown in figure 3, in level-0 of our model, we use a version of the Boosting algorithms, which classifiers are trained serially. After training the first classifier, a copy of the "difficult" training samples is added to the next training set which is used to train the second classifier. This procedure is repeated for all base classifiers. After the training the level-0 networks, they are run with the training set to provide a new training set for the level-1 network. This generates a single pattern for a new data set which will be used to train the level-1 network. The inputs of this pattern consist of the outputs of all the level-0 networks, and the target value is the corresponding target value from the original full data set.

5. Experimental Results

Our proposed model was experimented with the SATIMAGE data from ELENA database. The Satimage data was generated from Landsat Multi-Spectral Scanner image data. It consists of 6435 pixels with 36 attributes (4 spectral bands × 9 pixels in a 3 × 3 neighborhood). The pixels are crisply classified in 6 classes, and are presented in random order in the database. The classes are: red soil (23.82%), cotton crop (10.92%), grey soil (21.10%), damp grey soil (9.73%), soil with vegetation stubble (10.99%), and very damp grey soil (23.43%). What makes this database attractive is: large sample size; numerical, equally ranged features; no missing values; and compact classes of approximately equal size, shape and prior probabilities. In our experiments we used features #36 and we display only the 91.58% correct on the test sets, which have not been seen during training of either the base classifiers or the level-1 fusion model.

To evaluate the performance of the proposed model, we compared it with the stack and boosting methods. The proposed model has 3 base classifiers, as the level-0 network. The network's input layers had 36 nodes and their single hidden layers consisted of 19, 20 and 21 nodes respectively and 6 output nodes, corresponding to the 6 classes of the dataset. The level-1 network, as the combiner, had 18 input nodes, corresponding to the outputs of the tree level-0 networks and 16 hidden neurons. The 6-dimentional output vector was used to extract the total output classes and its confidence level.

For the two other models, the boosting and stacked generalization, the similar network structure was used. In boosting, three classifiers were trained on different distribution and their outputs were combined by the averaging rule and for the stack method, the tree base classifiers were trained in its conventional style, that is, the cross-validation technique.

The optimum number of hidden neurons was found experimentally by training and testing the networks with different structures. The number of neurons in the back-propagation network hidden layer is determined using a cascade learning process [24]. The cascade learning process is constructive, starting with an empty hidden layer and adding neurons to this layer one at a time. The addition of hidden neurons continues until there is no further improvement in network performance and therefore the optimum number of hidden neuron founded.

As shown in Figure 4, classifiers in Fig. 4B which is generated with the boosting method are more diverse than classifiers in Fig. 4A which generated with cross-validation used in stack method. In the other word, the classifiers expertise in Fig.4B is more different in each...
class as compared with same class in other classifier. Therefore the boosting method is able to create more different classifiers with respect to the stack method. Since in combining classifiers, having the more diverse and independent classifiers is desirable to achieve better performance, we use boosting method instead of cross-validation in proposed method, for having an overall classifier with higher accuracy.

We apply proposed model, boosting and stack method, to the Satimage dataset and compare their results to find out the robustness method. All classifiers used were feed-forward neural network, trained via back-propagation algorithm. Since the neural models are stochastic methods with randomly determined starting points, the results are averages of ten repetitions on data set. Table 1 presents the performance of these three ensemble methods. The results indicate that the performance of proposed model is significantly better than boosting and stack methods.

Table 1: Performance of various ensembles on Satimage dataset

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Boosting</th>
<th>Stack method</th>
<th>proposed model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classifier 1</td>
<td>87.83 %</td>
<td>84.86 %</td>
<td>87.83 %</td>
</tr>
<tr>
<td>Classifier 2</td>
<td>88.57 %</td>
<td>86.66 %</td>
<td>88.57 %</td>
</tr>
<tr>
<td>Classifier 3</td>
<td>88.11 %</td>
<td>86.48 %</td>
<td>88.11 %</td>
</tr>
<tr>
<td>Ensemble</td>
<td>89.37 %</td>
<td>88.41 %</td>
<td>91.58 %</td>
</tr>
</tbody>
</table>

6. Conclusion

In this paper, we proposed new model which used boosting as a diversifying approach in the base classifiers, instead of cross-validation for more diverse and independent base classifiers. Unlike the conventional linear combiner for instance averaging rule, used in Boosting, we employed Stacking method. Our experimental results on Satimage dataset confirm that the base classifiers, generated with boosting are more diverse than that generated with cross-validation approach. Our results also show the robustness of our model in comparison with original boosting and stacking methods in classification accuracy.
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