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Summary 

In this paper, the grid computing system is seemed as an 
ecosystem. The object of the optimization resource 
management is to promote the balance and evolution of 
the computing ecosystem. The architecture of the 
ecosystem model based grid resource management system 
is presented, which has the self-aware and self-
optimization mechanism. The knowledge discovery based 
self-aware mechanism has the ability to reveal the 
behavior patterns knowledge hide in the history grid 
information system. The discovered knowledge can be 
used to predict the resource requirement and to optimize 
the resource allocation. The antigen identification 
mechanism is studied which can identify the factors 
related to the computing ecosystem unbalance state. With 
the self-optimization mechanism of the computing 
ecosystem, the resource allocation problem can be 
abstracted as a multi-objects optimization problem. The 
computing expectation, ecosystem environment, and the 
application characteristic are considered to design policy 
based adaptive resource allocation and job scheduling 
algorithm. 
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1. Introduction 

In the network-based transparent and virtualization 
computing environment, there are huge demand for 
integration and sharing the distributed and heterogeneous 
high performance computing resource. Grid system is the 
information infrastructure for sharing and collaborating 
computing resource. Resource management is a key task 
of grid system management. However, since grid system 
has the intrinsic characteristics such as heterogeneous, 
distributed, dynamic, and evolutive; and the applications, 
computing resource and management policy of the grid 
system are in the self-organized mode; so the gird system 
appears complicated behaviors and uncertain performance. 
It determines that the management of grid system is very 
complicated and challengeable. 

An ecosystem [1] is a self-sustaining system whose 
members benefit from each other's participation via energy 
exchange, substance metabolism, and information transfer. 
Ecosystem balance is a state of highly adaptive, 
harmonious and uniform. Every partition of the ecosystem 
closely relates, depends on each other, and co-evolves. 

Grid computing system [2] can be seemed as an 
ecosystem, which is composed of hardware and software 
resources, management policies, diversity applications, 
and grid users. The balance and harmony of the computing 
ecosystem means that through the recycle of computing 
resources be occupied and released, the effect of 
management policy and intrinsic grid rules, the fluid of 
computing expenses, the transfer of data, information, and 
knowledge, to achieve the favorable system performance, 
to meet the grid applications’ QoS requirement, and to 
realize the integration and sharing of grid resources. The 
competition in the computing ecosystem is the competing 
for resource between different grid users, and the 
competing for applications and users in different 
resources; the evolving of computing ecosystem means 
that the self-optimization of resource allocation policy. 

In this paper, the view point of computing ecosystem is 
used to study the resource scheduling, the self-aware 
mechanism and the self- optimization mechanism. 
Specially, due to the computing flow dependence, data 
dependence and the dynamic, heterogeneous and 
autonomy grid environment, the grid jobs scheduling is 
very challengeable. The optimization grid resource 
management should concerns the resource utilization, the 
performance of application, the computing economy, etc. 
The study in this paper can provide support for resource 
sharing and cooperate computing; it can also provide the 
possibility of self-optimized and self-evolving mechanism 
to grid resource management system. 

There are several aspects in the study of computing 
ecosystem resource management. 

    1) It should have the self-optimization ability to 
maintain the balance and harmony state of computing 
ecosystem. It means that the resource sharing and 
collaboration is realized, so the users can share the 
resource on demand. The core of the resource 
management is resource allocation and job scheduling. 
Since resource allocation should meet the dependence of 
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flow and data, meet the application’s QoS requirement, 
minimize the expenditure of the users, and meet the 
requirement of load balance, etc, these make the 
scheduling problem very complicated.  

2) With the increasing of the grid system scale, the grid 
is more and more complicated; so it needs intelligent 
management techniques. The computing system should 
have the ability of self-aware, self-optimization and self-
evolution. The intrinsic rules should be achieved to 
support the intelligent management. The knowledge that 
can reveal the intrinsic rules about the complexity 
computing system should be extracted and used to 
improve the intelligent of the computing system. There are 
plenty of knowledge hide in the grid history information 
system; knowledge discovery is the non-trivial procedure 
of acquire the knowledge that is novel, effective, and 
potential useful. The knowledge discovered from the 
history database is significant for the intelligent, self-
optimization and self-evolution resource management. 

This paper is organized as follows: the state of the art 
about grid resource management is reported in part 2; in 
part 3, we present the architecture of the computing 
ecosystem model based resource management system. The 
implementation method is proposed in part 4; and part 5 is 
the conclusion. 

2. State of the Art 

There are many researchers focus in grid resource 
management; and there are plenty of achievements. 
However, they are many aspects are not concerned or have 
not been resolved. 

According to the scheduling level, there are single-point 
decision centralized scheduling, level-wise scheduling and 
P2P scheduling. Condor [3] and Nimrod [4] are the 
examples of centralized scheduling; the centralized 
algorithm incurs to single-point fault and system 
bottleneck. Once the scheduler performance decreases, it 
may incur the system inefficient; and with the increasing 
of the number of computing resources, it is more and more 
difficult for the scheduling decision, thus it is baffle to the 
availability and scalability of the grid system. There are 
global scheduling and local scheduling in the level-wise 
scheduling. This mode is suitable for the resource 
allocation of large scale resource environment. The 
computing grid system such as Globus [5] and Legion [6] 
adopts this mode. In addition, reference [7] presents a job 
scheduling algorithm based on P2P mode. 

According to the scheduling objects, it can be divided 
as user oriented and application oriented scheduling. 
Reference [8] presents a multi-objects scheduling 

algorithm driven by user preference; it can support multi-
dimension QoS requirement. AppLeS[9] is devoted to 
improve the application performance through data 
collaboration. Reference [10] proposes a heuristic benefit 
function for resource allocation in the virtual computing 
environment. Condor-G [11] aims at high system 
throughputs. As for the optimized algorithm, there are 
algorithms such as MCT (Minimum Completion Time) 
[12], Min-min [13], Max-min [14], Sufferage, genetic 
algorithm [15], simulated annealing [16], Tabu algorithm 
[17], etc. 

However, the foresaid algorithms only consider the 
hardware requirement and rarely concern the software 
requirement. They do not consider the users’ expectation 
for resource price, security policy, etc. Reference [18][19] 
propose the resource allocation techniques based on 
computing economy model. However, it only considers 
the resource price and performance. It cannot meet the 
overall expectations of the resource consumers and owners. 
For example, considering the security and the relationship, 
the owner may be wish provide the resource to some users 
with high priority and forbid some users to use the 
resource. 

At the same time, the flow dependence and data 
dependence makes the scheduling of computing flow 
challengeable. Above mentioned scheduling algorithm is 
not concern the dependence of tasks, thus it cannot be 
used to computing workflow scheduling. Reference [20] 
adopts genetic algorithm to minimize the workflow 
execution time, it is an application oriented algorithm. 
Reference [21] adopts economy model for grid workflow 
scheduling. Reference [22][23] select resource based on 
trust value. In the same way, all the above algorithms do 
not consider fine granularity access control policy and the 
computing expectation of the resource users and owners. 
Furthermore, they do not consider how to optimize the 
allocation and dynamic scheduling policy. 

There are intrinsic rules about the computing ecosystem 
behind the stochastic. These rules can be used to predict 
the state of the computing ecosystem. Reference [24] 
adopts the statistical rules and the application similarity to 
predict the jobs runtime. Reference [25] executes part of 
the jobs to predict jobs runtime. NWS [26][27] predicts 
the future network and computing resource status. These 
are the initial study of the system behavior and prediction 
of the system performance. 

The complexity of the computing ecosystem determines 
it is a non-trivial procedure to reveal the behavior 
knowledge of the computing ecosystem. There are some 
researchers adopts the KDD techniques to discovering 
knowledge in network alarm [28][29]. But there is rare 
study for complexity grid system. Reference [30] proposes 
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to use the fuzzy association rules to optimize the grid jobs 
scheduling. However, compare to the complexity of grid 
system and the plenty of the knowledge can be discovered, 
the above mentioned study is only very initial. 

From the state of the art, it can be concluded as 
followings: there is a good start for grid resource 
management. However, from the point view of computing 
ecosystem, it still needs to optimize the grid resource 
management, study of behavior mode and utilize the 
intrinsic knowledge. Therefore, the object of this paper is 
the self-study, self-optimize and self-evolve of computing 
ecosystem. This study is significance for improve the 
sharing and cooperating of grid computing. It also can 
reveal the intrinsic rule of grid computing ecosystem. 

3.  The System Architecture 
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Fig.1 The architecture of computing ecosystem model based 
resource management system 

This paper study the mechanism of self-aware and self-
optimization of computing ecosystem. The architecture of 
computing ecosystem model based resource management 
system is shown in Fig.1. The KDD techniques are 
adopted to discover the behavior patterns knowledge hide 
in the history information system. The discovered 
knowledge can be used in the performance predicting and 
resource management optimizing. This is the self-aware 
mechanism of the computing ecosystem; based on the self-
aware mechanism, the self-optimization mechanism can be 
designed and implemented, which can balance and 
optimize the computing ecosystem. The self-optimization 
mechanism can meet the computing expectation and 

application requirement, which is policy-based and have 
the ability of self-control, dynamic policy configuration 
and immunity adjustment. 

3.1 The KDD based Self-aware Mechanism of 
Computing Ecosystem 

1) Application Classification Algorithm based on Multi-
dimension QoS 

Because there are a lot of application types, the 
diversity application has various requirements for 
hardware resource, software resource, network resource, 
etc. Even if the same type application, resource 
requirement is varied with the different QoS requirement. 
Coarse granularity resource allocation and scheduling are 
impossible to achieve good performance; so the 
application oriented resource allocation algorithm must be 
studied. This means that we must study the application 
classification algorithm. Classification [31] is one of the 
main filed of knowledge discovery.  

2) KDD based Prediction of Job Runtime and 
Computing Ecosystem Performance  

Since the dynamic and evolving characteristic of 
computing ecosystem, the variety of the resource can 
affect the application performance, so the predicting of 
system performance and resource status and application 
status is very important and changeable. We must study 
the algorithm for predicting the job runtime under various 
computing ecosystem environment, various resource 
condition, and various workload; furthermore, study and 
present the method to predict the total performance of the 
computing ecosystem. 

3) KDD based Antigen Identification Mechanism 

Computing ecosystem, with the ability of self-aware 
and self-optimization, should self-study the knowledge 
that under what situation the computing ecosystem has 
good performance and under what situation the 
performance is inferior and cannot meet the application 
and user’s QoS requirement. At the same time, when the 
factors that incur the unbalance of computing system 
appear, the system should recognize it; in other words, it 
should have the antigen identification ability.  

3.2 The Self-optimization Mechanism of the 
Computing Ecosystem 

Resource allocation algorithm is the core of the resource 
management. It should have the following abilities: meet 
the expectation of the resource supplier and consumer, 
allocate the resource intelligently and automatically, and 
improve the performance of the computing system. 

1) The Grid Workflow Scheduling Algorithm which 
Concern the Computing Expectation, Resource Co-
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allocation, Application Characteristic, and Computing 
Ecosystem Environment 

The resource allocation policy may be different for 
different users. For example, from the viewpoint of the 
owner, the resource may be free and has high priority for 
some special user; however, the resource may be not 
allowed for some users, the reason can be security, 
competition, etc; for the others users, the resource usage 
policy may be determined by the QoS requirement or 
service level agreement (SLA). The grid users also have 
their preference for the resource performance, resource 
price, the credit and the security of the resource supplier. 
In this paper, all of these factors are named as computing 
expectation. 

Under some instance, it is possible that the resource in 
the single management domain cannot meet the 
application requirement; so the different management 
domains must cooperate to allocate the computing 
resource. At the same time, there are diversity application 
fields in the complexity computing ecosystem and the 
entities such as resource, workload, and access and control 
policy are under continuously dynamic changing and 
evolving; so the resource allocation and job scheduling 
polices must be selected according to the computing 
environment, and it should meet the dependence relations 
of grid workflow. Resource allocation also should aware 
of the effect of the new submission jobs to the computing 
system performance. And it should minimize the resource 
fragment so that the free resource can be allocated to the 
large jobs. Furthermore, the overhead of communication 
and synchronization should be considered.  

2) The Configuration and Adjustment of Computing 
Workflow Scheduling Policy  

Policy based resource management can reduce the 
difficult of resource management. It is the way to realize 
the QoS management of grid applications. The difficult of 
policy based management is that how to select the 
scheduling policy according to application requirement 
and the computing ecosystem environment and how to 
generate and configure new policy. 

3) The Immunity Adjustment of Computing Ecosystem 

Immunity means that the computing ecosystem has the 
stable balance point; this point is corresponding to the 
immunity memory. When the antigen that incurs 
ecosystem unbalance intrudes, it disturbs the ecosystem 
balance state; the computing ecosystem can reach to new 
balance state through the reactions among the entities of 
the computing ecosystem. This is the immunity adjustment 
mechanism.  

4. The Implementation Methods 

4.1 Implementation Methods for KDD based Self-
aware Mechanism 

1) KDD Techniques for Analysis the Performance Data 
of Computing Ecosystem 

The performance data such as the resource utilization, 
the response time, and the satisfaction degree are related to 
the allocation and deploy policy of hardware resource, 
software resource and date resource. The knowledge hide 
in the performance information can be discovered through 
frequent episodes [32], association rules [33], and 
sequential patterns [34]. At the same time, the application 
attributes can be viewed as the set of condition attributes, 
and the performance attributes can be viewed as the set of 
decision attributes; so we can construct the fuzzy object 
information system [35] and according to the rough set 
theory of fuzzy information system, the fuzzy rules can be 
discovered. 

2) The Multi-dimension QoS based Application 
Classification Algorithm 

The application is clustered based on the service level 
agreement, the resource requirement, and the runtime 
characteristic. The resource requirement is come from 
user’s demand, statistic information, and the KDD results 
of the performance data. Based on the achieved resource 
requirement, the decision tree algorithm [36], the 
information entropy algorithm [37], the fuzzy set, or the 
rough set theory [38] can be adopted to classify the 
application. 

3) Predicting Algorithm for Job Runtime and 
Computing Ecosystem Performance 

Due to the stochastic and the fuzzy property of the grid 
system, the grid application performance has stochastic 
and fuzzy property to some degree. The lattice valued 
information system theory can be used to mine the 
knowledge in the computing ecosystem. We can also 
adopt the association rules or the sequential patterns 
algorithm to discover the intrinsic knowledge about the 
grid system. The discovered knowledge is useful for 
predicting the jobs’ runtime and the performance of the 
computing system. 

4) KDD based Antigen Identification Mechanism of the 
Computing Ecosystem 

We can recognize the intrinsic difference between 
balanced state and unbalance state of the computing 
ecosystem; the method can be association rules, sequential 
patterns, frequent episodes, or classification algorithm. 
Especially, the characteristic of the critical state should be 
discovered and related to the resource management and 
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scheduling policy. The intrinsic rules and relations can be 
discovered, so the antigen of the computing ecosystem can 
be identified. 

4.2 Implementation Methods for self-optimization 
mechanism 

1) Abstract the Resource Allocation Problem as 
Optimization Problem 

The resource allocation problem, which consider the 
computing expectation, resource cooperate, application 
characteristic and ecosystem environment, can be 
abstracted as a multi-objects and multi-constraints 
optimization problem. The constraints which must be met 
are hard condition; the constraints which are expected to 
meet are soft restrictions. This optimization problem can 
be solved by the punishment function method. The 
solutions which can satisfy the hard constraints are the 
feasible solutions.  

2) The Configuration and Adjustment Mechanism of 
Scheduling Policy 

The thinking and concepts in IP service policy based 
network management [39] presented by IETF can be 
borrowed in the design of self-adjustment mechanism. 
Then we can study the application-oriented or system-
oriented computing workflow adaptive scheduling; the 
scheduling algorithm can be solidified as the scheduling 
policy. In other words, the fine granularity scheduling 
policy is designed for every type of applications. Thus, the 
application requirement can be satisfied, the QoS can be 
improved, and the management overhead can be 
controlled in the acceptable range. If the configured policy 
cannot meet the QoS or SLA, it triggers the policy 
dynamic deployment module to adjust and configure new 
policy. 

3) The Immunity Mechanism of the Computing 
Ecosystem 

Based on the antigen identification mechanism the 
system can trigger the immunity mechanism and self-
adjust, when the system is in the critical state. So the new 
dynamic balance state can be achieved by the means of 
stop some jobs, migrate some jobs, or adjust the priority of 
the jobs. 

5. Conclusion 

In this paper, the complicated grid computing system is 
seemed as an ecosystem and the architecture of the 
computing ecosystem model based resource management 
system is presented. This system has the ability of self-
aware and self-optimization. Its self-ability mechanism is 
based on the knowledge discovery techniques. The 

discovered knowledge can be used to predict the resource 
requirement and to optimize the resource allocation. In the 
self-optimization mechanism, the resource allocation 
problem is abstracted as a multi-objects and multi-
constraints optimization problem; and the computing 
expectation, resource cooperation, application 
characteristic, and ecosystem environment are all 
considered to design and implement policy based adaptive 
resource allocation and job scheduling algorithm and 
implement the immunity adjusting mechanism.  
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