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Summary 
Security of wireless transmission is a great challenge in secure 
communications. Classical methods are based on cryptographic 
algorithms. These methods require a secret key that must be 
generated securely between associated parties in communication. 
Another approach to security is based on wiretap channel concept 
and is applicable for wireless communications. Because of rather 
small secrecy capacity of this method, it is useful for initial secret 
key establishment process between communication sides. In this 
paper we introduce a communication model for secret key 
extraction from fading of channel and calculate the secrecy 
capacity for Nakagami and Suzuki fadings which are two 
complicated models having suitable matching with practical 
measurements. 
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1. Introduction 

Nowadays, the widespread use of wireless and mobile 
communications has stimulated the research on its related 
subjects. One of the critical problems in wireless 
communications is security of data transmission.  Because 
of broadcast nature of wireless communication, the 
channel is accessible by all in the propagation range of 
radios and this makes new challenges compared with 
wired communications. Although, the overall security 
architecture for a complete network covers many aspects, 
but in this paper we focus on privacy of data transmission. 

Classical approaches to data privacy are based on 
cryptographic methods. These methods can be divided into 
two main categories as information-theoretic secure and 
computationally secure. Both of these methods are consist 
of a public algorithm and a private key. Therefore the key 
generation and management have particular importance. 

In the information-theoretic security, introduced by 
Shannon [1], the mutual information between plaintext and 
ciphertext determines the performance of algorithm. 
Shannon showed that for perfect secrecy, the encryption 
key must have entropy equal or greater than the plaintext 
entropy and this requires key length at least equal to 
plaintext length and makes it useless in many practical 
situations. In contrast, for practical applications with  

 
Limited key lengths, algorithms with tremendous 

cryptanalysis computations and so, computationally-
secure, are used. 

But in these methods it is assumed that eavesdropper 
has full access to ciphertext similar to legitimate party.  
This situation is violated for wireless communication, 
because the channel characteristics are non ideal and a 
noisy and probably erroneous transmission is occurred. So 
the eavesdropper and legitimate recipient have different 
copies of transmitted data. This property, motivates a new 
viewpoint in secure communication which was named 
wire-tap channel by Wyner [2]. In this scenario, K data 
bits can be encoded into N > K bits and transmitted. The 
encoder should be designed to maximize the intruder's 
uncertainty about the data, subject to the condition that the 
intended receiver can recover the K data bits perfectly [3]. 
Later Csiszar et al [4] proved that secrecy capacity can be 
upper bounded with difference of mutual information 
between transmitter and two receivers. 

Although for wire-tap channels, perfect secrecy with 
information theory definition is possible, but the secrecy 
capacity is small and is not suitable for high speed 
transmission demands of current applications. 

Therefore a mixed method that uses perfect secrecy 
of wire-tap channel for secret key generation and then 
applying this key in a high speed computationally-secure 
algorithm (such as symmetric key methods) seems result 
high degree of security.  

In this paper we focus on calculating secrecy capacity 
of wire-tap channel concept for wireless channels with fast 
fading. The statistical model for fading is considered as 
Nakagami and Suzuki that covers both LOS (Rician 
fading) and NLOS (Rayleigh fading). We proposed the 
communication model for transmitter, eavesdropper and 
legitimate receiver and then calculating mutual 
information based on this model for different conditions of 
fading. At last secrecy capacity or the maximum number 
of secret bits per channel use will be calculated. 

This paper is organized as follows. In section 2 the 
required backgrounds about fading and its variety’s is 
presented. Then secrecy capacity of channel is defined that 
will be used in next sections. In section 3 the problem is 
stated according to a proposed model for communication 
scenario and in section 4 the mathematical theory of 
mutual information calculation for our model is presented. 



IJCSNS International Journal of Computer Science and Network Security, VOL.7 No.3, March  2007 

 

297

 

In section 5 mutual information for two common fading 
probability distributions are calculated and finally in 
section 6 the simulated results are presented. 

2. Background 

2.1 Fading channels 

Fading is a fundamental feature of wireless channels 
which is random fluctuations of received signal level by 
temporal or spatial changes. This phenomenon is caused 
by multipath effects in wireless propagation. fading can be 
categorized in two major types as short term (small scale) 
and long term (large scale) [5]. Short term fading is the 
fast fluctuations that occur very fast in time (typically in 
range of nanoseconds), but long term fadings occur in 
much longer periods of time (typically in range of micro 
seconds). Moreover short term fadings can be divided to 
LOS (line of sight) and NLOS (non line of sight). Such 
temporal fluctuations cause the channel to be modeled as a 
time-variant system with h(t,τ) impulse response, in which 
t is time and τ is impulse age. The fourier transform of 
h(t,τ) respect to τ is frequency response of channel. This 
frequency response is also time variant and showing 
random behavior But in short time interval which is called 
coherence time, the frequency response can be 
approximated as a flat response and the width of this flat 
region which called coherence bandwidth. Hence if signal 
bandwidth is less than coherence band, the channel 
response can be modeled as a random gain, otherwise a 
tapped delay line model should be used. 

In this paper we assume flat fading situation. 
Therefore we consider the channel fading as a simple 
system with a random gain. The statistical distribution of 
this random gain is dependent to LOS or NLOS situation. 
For LOS conditions the Rice distribution has a good 
matching and for NLOS situations the Rayleigh 
distribution is suitable. For mixed conditions Nakagami 
and Suzuki distributions have superior performance 
because they cover both Rayleigh and Rice distributions.  

2.2 Secrecy capacity 

Consider a communication system as fig.1. 
 

 

Fig.1 Communication System for a Wiretap Channel manner 

 
Assume the channel behavior is completely specified 

by the conditional probability distribution Pyz|x. Note that 
in Wyner's original setting [2], X, Y, and Z form a Markov 
chain, i.e., Pz|xy= Pz|y, which implies I(X;Z|Y)= 0. The 
secrecy capacity CS(Pyz|x) of the such a channel is defined 
in [4] as the maximum rate at which Alice can reliably 
send information to Bob such that the rate at which Eve 
obtains this information is arbitrarily small. In other 
words, the secrecy capacity is the maximum number of 
bits per use of the channel that Alice can send to Bob in 
secrecy.  
Csiszir and Korner [4] proved that  

)];();([max)( | ZXIYXIPC
XPXYZs −=  (1) 

From (1) we can see the upper bound for secrecy 
capacity is the difference of mutual information between 
communication end points. Therefore we will calculate 
this mutual information for proposed communication 
model.  

3. System Model 

Fig. 2 shows the system architecture model. Assume 
that we want to determine the upper bound secret capacity 
between A and B when E is an eavesdropper who listens to 
this communication. A and B simultaneously send a raised 
cosine pulse to each other. We assume they are 
synchronized before. As it was mentioned in section 2.1, 
the fading effect is a random gain which multiplied to 
signal and faded signal is received at each side. This signal 
will be added by thermal noise and after match filtering 
and sampling, we have ݕ௔,  ,௕ as followsݕ

௔ݕ ൌ ߙ௦ܧ ൅  ௔ (2)ݖ

௕ݕ ൌ ߙ௦ܧ ൅  ௕ (3)ݖ
The eavesdropper could receive this transmission 

with a different fading as, 

௘ݕ ൌ ᇱߙ௦ܧ ൅  ௘ (4)ݖ
In general situation, we assume that ߙ  and ߙᇱ  are 

correlated variables and independent condition is a special 
case. We try to find out this correlation effect on upper 
bound secrecy capacity. The correlation has been assumed 
as, 

ᇱߙ ൌ ߙ݇ ൅ ݊ఈ (5) 
 
Where k is correlation coefficient and ݊ఈ  is a 

Gaussian noise. 
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When two antennas A and B with no non-linear 
components radiate identical signals, the outputs of the 
antennas due to their excitation by the signal originating at 
the other antenna will also be identical. This behavior, 
known as the reciprocity theorem, arises from the 
reciprocity of the radiating and receiving patterns of 
antennas and applies when the medium between the 
antennas is linear and isotropic [6]-[7]. When wide 
bandwidth waveforms are transmitted in cluttered 
environments, such as homes and offices, the signal 
observed by a receiving antenna at a remote location is the 
composite of multiple signals that have traveled over 
different paths from the transmitting antenna, each signal 
experiencing different shaping and attenuation, resulting in 
an output signal that differs significantly from the radiated 
signal and that changes as the locations of the transceivers 
is changed. In other words, the output signal contains 
information about the channel through which the 
transmitted waveform has propagated, and because of 
reciprocity this information is a source of common 
randomness that is available at both ends of the link. 

If this common information taken in both side then in 
each side we have a parameter that is random and base on 
reciprocity of antennas is unique between the ends of the 
channel. All of these features direct us to the fact that this 
parameter is very suitable for secret key extraction of a 
secure communication. In the other words, the 
eavesdropper who tries to catch the information could not 
succeed to receive the data which encrypted by measured 
secret key, because it doesn’t have the secret key that had 
been calculated by A and B. this is the result of different 
channels between A, B and E. 

The task of generating a secret key from common 
information has been studied by several authors in 
particular Maurer [8][9] and Ahlswede et al [10] 
discovered some fundamental bounds on the  so called 
secret-key rate of system models where the terminals have 
access to correlated random variables due to some external 
source (in this case the ‘external source’ is the channel 
impulse response). The results in these references show 
that the secret key rate, upper bounded by the mutual 
information between the envelopes detected in A and B 
sides,  ஺ܻ, ஻ܻ respectively. 
 

In this paper we argue about this maximum key rate 
or mutual information for different fading models.  

4. Mutual Information over Multipath 
Ultrawideband Channels 

In this section we try to present the mutual 
information calculation in a multipath channel. Suppose 
that the transmitter, A, sends the narrow band raised cosine 
pulse with energy ܧ௦ to B and vice versa. Let the observed 
waveform of radio k be represented by, 

௞ݕ ൌ ݄ሺݐሻ כ ሻݐሺݏ ൅ ݊௞ሺݐሻ (6) 
Where  ݄ሺݐሻ is the channel impulse response, ݏሺݐሻ is 

the pulse transmitted by the other radio, ݊௞ሺݐሻ  is a 
Gaussian noise process with power spectral density ேబೖ

ଶ
 

and * indicates convolution. 
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Fig. 3  m-Nakagami Distribution 

5.2 Suzuki Model 

This distribution is the combination (multiplication) 
of Rayleigh and Log-normal distributions. 

Consider a Rayleigh distributed random variable ζ 
with the probability density function Pζ(x), and a 
lognormally distributed random variable λ with the 
probability density function Pλ(x). Let us assume that ζ and 
λ are statistically independent. Furthermore, let R be a 
random variable defined by the product R=λζ Then, the 
probability density function PR(r) of R is, 

ሻݎሺܧ ൌ ଴ටగߪ
ଶ

݁௠ഋା
഑ഋమ

మ   

௥ߪ
ଶ ൌ ଶሻݎሺܧ െ ሻݎଶሺܧ ൌ ଴ߪ

ଶ݁൫ଶ௠ഋାఙഋ
మ൯ ቀ2݁ఙഋ

మ െ గ
ଶ

ቁ  

ோܲሺݎሻ ൌ ௥
√ଶగఙబ

మఙഋ
׬ ଵ

௬య ݁
ି ೝమ

మ೤మ഑బ
మ݁

ି
൫ౢ౤ሺ೤ሻష೘ഋమ ൯

మ

మ഑ഋమ ஶݕ݀
଴   (16) 

In this formula ߪ଴  is the parameter of Rayleigh 
distribution (variance of Gaussian components),  ߪఓ  and 
݉ఓ  are the variance and mean values of lognormal 
distribution respectively. 

The following Fig. 4 shows Suzuki distribution 
respect to ܽ ൌ  ,ఓߪ଴ߪ

 
 

 

Fig. 4 Suzuki Distribution 

 
As was mentioned before, we should find mutual 

distribution of ݕ௔,  ௕, then we use the concepts of randomݕ
variables. Suppose that 

 

஺ݕ ൌ ௦ܧߙ ൅ ஺ݖ ൌ ݃ଵሺߙ, ,஺ݖ  ஻ሻ (17)ݖ

஻ݕ ൌ ௦ܧߙ ൅ ஻ݖ ൌ ݃ଶሺߙ, ,஺ݖ  ஻ሻ (18)ݖ

௖ݕ ൌ ߙ ൌ ݃ଷሺߙ, ,஺ݖ  ஻ሻ (19)ݖ
 
௖ݕ  is supplementary random variable for completion 

of equations.  
 
To find the density function ݌௒ಲ௒ಳ௒಴ሺݕ஺, ,஻ݕ  ஼ሻ, baseݕ

on [15] we have, 
 

௒ಲ௒ಳ௒಴݌
ሺݕ஺, ,஻ݕ ஼ሻݕ ൌ                                

                   ଵ
|௃ሺఈ,௭ಲ,௭ಳሻ| ఈ௭ಲ௭ಳ݌

ሺߙ, ,஺ݖ  ஻ሻ (20)ݖ

 
Where 
 

,ߙሺܬ ,஺ݖ ஻ሻݖ ൌ
ተ

ተ

߲݃ଵ

ߙ߲
߲݃ଵ

஺ݖ߲

߲݃ଵ

஻ݖ߲
߲݃ଶ

ߙ߲
߲݃ଶ

஺ݖ߲

߲݃ଶ

஻ݖ߲
߲݃ଷ

ߙ߲
߲݃ଷ

஺ݖ߲

߲݃ଷ

஻ݖ߲

ተ

ተ
 

                      ൌ อ
௦ܧ 1 0
௦ܧ 0 1
1 0 0

อ ൌ 1 (21) 

൝
ߙ ൌ                 ஼ݕ
஺ݖ ൌ ஺ݕ െ ஼ݕ௦ܧ
஻ݖ ൌ ஻ݕ െ ஼ݕ௦ܧ

 (22) 

Then, 

௒ಲ௒ಳ௒಴݌
ሺݕ஺, ,஻ݕ ஼ሻݕ ൌ ,஼ݕఈ௭ಲ௭ಳሺ݌ ஺ݕ െ ,஼ݕ௦ܧ ஻ݕ െ

 ஼ሻ (23)ݕ௦ܧ                                                        
 
It is obvious that the random variable  ߙ  is 

independent of ݖ஺, ஻ݖ  and the random variables ݖ஺, ஻ݖ  are 
independent too then ݌ఈ௭ಲ௭ಳ

ሺߙ, ,஺ݖ ஻ሻݖ ൌ ௭ಲ݌ሻߙఈሺ݌
ሺݖ஺ሻ݌௭ಳሺݖ஻ሻ. 

௒ಲ௒ಳ௒಴݌
ሺݕ஺, ,஻ݕ ஼ሻݕ ൌ ௭ಲ݌஼ሻݕఈሺ݌

ሺݕ஺ െ
௭ಳ݌஼ሻݕ௦ܧ                                   

ሺݕ஻ െ  ஼ሻ (24)ݕ௦ܧ

Now we could find the mutual density function of 
,஺ݕ  ,஻ as followݕ
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௒ಲ௒ಳ݌
ሺݕ஺, ஻ሻݕ ൌ ׬ ௒ಲ௒ಳ௒಴݌

ሺݕ஺, ,஻ݕ ஼ݕ஼ሻ݀ݕ
ஶ

଴  (25) 

We could find the ݌௬ಲ,  ௬ಲ௬ಳ and we݌ ௬ಳ the same as݌
could write: 

௬ಲ݌
ሺݕ஺ሻ ൌ ׬ ௭ಲ݌஼ሻݕఈሺ݌

ሺݕ஺ െ ஼ݕ஼ሻ݀ݕ௦ܧ
ஶ

଴  (26) 

௬ಳ݌
ሺݕ஻ሻ ൌ ׬ ௭ಳ݌஼ሻݕఈሺ݌

ሺݕ஻ െ ஼ݕ஼ሻ݀ݕ௦ܧ
ஶ

଴  (27) 

 
First we calculate equation 25 when  ߙ  has m-

Nakagami distribution and ݖ஺,  ஻ have zero mean Gaussianݖ
distribution with variance ߪ௭ಲ

ଶ ൌ ேಲ
ଶ

 and ߪ௭ಳ
ଶ ൌ ேಳ

ଶ
. 

 

ఈܲሺߙሻ ൌ ଶ
୻ሺ௠ሻ ቀ௠

Ω
ቁ

௠
ଶ௠ିଵ݁ି೘ഀమߙ

Ω ൌ

ଶ௠ିଵ݁ି஻భఈమߙଵܣ                                      (28) 

௭ಲ݌
ሺݖ஺ሻ ൌ ଵ

ඥగேಲ
݁ି

೥ಲ
మ

ಿಲ ൌ ଶ݁ି஻మ௭ಲܣ
మ
 (29) 

௭ಳ݌
ሺݖ஻ሻ ൌ ଵ

ඥగேಳ
݁ି

೥ಳ
మ

ಿಳ ൌ ଷ݁ି஻య௭ಳܣ
మ
 (30) 

 
Equation 25 has complicated answer in public 

condition then for simplification we solve it analytically 
for m=2 and for the other figures, we compute it with 
computer simulations (Mont Carlo method). For m=2 the 
equation 25 simplifies to, 

 

௒ಲ௒ಳ݌
ሺݕ஺, ஻ሻݕ ൌ ஺భ஺మ஺య

ଵ଺௔
ళ
మ

݁ି௖ሺ2√ܽሺܾଶ ൅ 4ܽሻ ൅

݁ߨ√ܾ              
್మ

రೌሺ6ܽ ൅ ܾଶሻሺ1 െ erf ሺെ ௕
ଶ√௔

ሻሻ (31) 

 
Where 
 

ܽ ൌ ଵܤ ൅ ௦ܧ
ଶሺܤଶ ൅  ଷሻ (32)ܤ

ܾ ൌ ஺ݕଶܤ௦ሺܧ2 ൅  ஻ሻ (33)ݕଷܤ

ܿ ൌ ஺ݕଶܤ
ଶ ൅ ஻ݕଷܤ

ଶ (34) 
 
,௬ಲ݌ ௬ಳ݌ have the same form as (31) but the 

parameters a, b and c are different. 
 
Because of complexity of Suzuki distribution, we 

don’t find analytic results and only done computer 
simulation. 

6. Simulation Results 

The simulation has been done base on equations 23-27 and 
finally the mutual information computed by (6). We try to 
show the effect of SNR on mutual information, it means 
that we increase the amplitude of transmitted pulse and 
hold the power of noise constant then calculate the mutual 
information for this increasing. Here we define  ܴܵܰ ൌ
/ௌܧ2 ଴ܰ and ଴ܰ ൌ ஺ܰ ൌ ஻ܰ ൌ 1. 
Figure 3 shows the mutual information in bit for 
Nakagami distribution. As the figure shows the mutual 
information decrease when m increases but the difference 
is small for low SNRs and it is increases by SNR (large 
SNR). For m=2, simulation results show very close 
approximation to analytic results. 

 
Fig. 5  Mutual Information for m-Nakagami distribution 

 
Figure 4 shows mutual information for Suzuki distribution 
where ܽ ൌ  ఓ. The results show that mutual informationߪ଴ߪ
increases where a increase. Approximately all the plots 
have the same incline and the difference is a DC shift in 
vertical position. Greater value of “a” shows the wider 
Log-normal and Rayleigh distribution which multiply and 
make Suzuki distribution. For small value of “a” the 
distribution approaches to delta function and this 
consideration implies the results. 

 

Fig. 6 Mutual Information for Suzuki distribution  ܽ ൌ  ఓߪ଴ߪ

 
Figures 7 to 9 shows the effect of eavesdropper 

channel correlation on upper bound key rate. The 
correlation has been supposed as (5). Fig. 7 is for m=1 
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communication, estimation and detection and statistical digital 
signal processing and wireless location systems. 
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