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Summary 

Grid Computing Element (CE) is a distributed 

heterogeneous system of computational data and 

informational resources. The goal of any Grid CE is to 

create an integrated virtual system of resources available 

to the users. The nature of resource utilization is 

unpredictable in such computational resource rich Grid 

CE. So continuous and dynamic updating of the 

utilization of the resources in the grid clusters becomes 

mandatory. Virtual database decreases the 

information/query processing, which is a bottleneck in 

Centralized Monitoring mechanism. In this paper, the 

authors propose a Mobile-Agent based mechanism for 

the dynamic resource monitoring in the Grid CE. The 

process involves the creation and maintenance of a 

Virtual Resource Database for every Resource Consumer 

group. 
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1. Introduction 

  

Grid environments have recently emerged as integrating 

infrastructure for distributed high performance scientific 

applications. This involves the combined effective 

utilization of the Grid resources to achieve high 

performance. But locating the resourceful sites in the grid 

needs continuous monitoring. The more famous Grid 

Middleware, Globus Toolkit 4 also does this major task 

or resource monitoring in grids. It uses LDAP 

(Lightweight Directory Access Protocol) service to 

access the network metrics according to the defined 

LDAP schema. The LDAP service gathers and maintains 

the metric data via scripts that fetches the current 

measurement from the local resource monitoring data 

store. Various tools can be used to collect the grid 

resource monitoring data from the LDAP service. But the 

LDAP service enables only simple query processing. The 

relational implementation would enhance the complex 

query processing, like in R-GMA (Relational Grid 

Monitoring Architecture). This concept is the inception 

for our idea of maintaining a virtual relational database to 

enable complex querying and lesser information/query 

processing.  

  

In this scenario, the authors think that mobile agent 

technology can play a central role since their capability to 

cope with systems' heterogeneity and to deploy user 

customized procedures on remote sites seems to be 

adequate to Grid Environment. By interacting with the 

remote host, after migrating on it, an agent is able to 

make complex operations on remote data without 

transferring them. The basic idea under this paradigm is 

that of moving the application logic near the data it need. 

This may produce a significant saving of bandwidth on 

one hand, and the possibility to analyze remote 

performance data with user customized algorithms 

encapsulated in an agent, on the other hand. 

 

2. Related Work 

  

Resource Monitoring in Grid has seen vast research and 

many architectures have been proposed as in [1, 2, 3 and 

4]. Mobile agents play a major role in resource 

monitoring [11]. Moving a step ahead, mobile agents 

have also been used in grids for the purpose of resource 

monitoring [7 and 12]. The concept of Virtual Database 

has been taken from [16, 17 and 18]. The paper discusses 

a novel two phase mechanism, for Resource Monitoring 

in grids, the first phase being taken care of by a Mobile 

Agent Tool and the second phase being taken care of by 

a Grid Middleware like GT. 

 

3. Proposed Agent Based Model 

  

The proposed model, with two clusters is shown in 

Figure 1. Every cluster contains a head node, also called 

the Resource Provider, does the monitoring activities. 

That is, the head node runs the Grasshopper tool and 

migrates monitoring mobile agents to other nodes in the 

Grid CE, within the cluster. The agent code is written is 

such a way that it accesses the dynamic processes’ files in 

the nodes and gets them back to the head node. The head 

node thus aggregates all the resource information of the 

Grid CE. The head node does this periodically, such that 

the database contains, almost the current resource values 

of all the nodes in the Grid CE. Note that the cluster 
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nodes do not know the identity or the location of the 

Registry Database. The head node alone knows the 

identity and the location of the Registry Database. The 

significance of this fact will become evident in the 

Virtual Database section of this paper. 

  

 
 

Fig 2. Proposed Agent based model 

 

As head nodes are the actual Resource Providers, job 

submission takes place only at the RPs. Although the 

head nodes are called the Resource Providers, they do 

not actually do the submitted job. They instead, distribute 

the job among the member nodes of the cluster. The 

resource values of the member nodes are also monitored, 

because the head node needs to know the resource values 

of the member nodes, in order to distribute the submitted 

job in the cluster. 

 

 4. Virtual and Registry Database Design 

 

The location of the Virtual and the Registry Database are 

shown in Fig 2. Certain kind of requirements can be 

satisfied only by certain Resource Providers (RP). VDB 

is one which contains all the Resource Providers' URL, 

who can satisfy the resource requirements of a particular 

Resource Consumer group. This Virtual Database is 

created and maintained at every cluster. Registry 

Database, RDB is the actual database which contains the 

resource metrics of all the Resource Providers, 

aggregated by the Head node of each cluster. 

 

The head node updates the aggregated information, onto 

the Registry Database (RDB). The Virtual Database is 

the key in reducing processing time involved in querying. 

Registry and Virtual Database updating takes place in 

two phases. 

 

1) Dynamic updating of the Registry Database with the 

resource metrics of the cluster nodes, at regular intervals. 

2) Creating and managing a Virtual Database. 

 

The data structure of the Virtual Database is a relational 

table consisting of the identity and the location (URL) of 

the Resource Providers, who can satisfy the resource 

needs of the Resource Consumers. For example, 

CpuVDB contains all the resource providers’ URL, rich 

in cpu speed.

. 
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Fig.2 Dynamic updating of virtual and Resource Database  

 

Whenever a consumer asks for resource requirements, the 

Resource Providers satisfy the requirements of the 

consumer, from the VDB. The Registry Database (RDB) is 

then queried with only a subset of Resource Providers that 

is collected from the VDB, instead of traversing all the 

records in the RDB. Thus the processing complexity in 

querying the database gets reduced, which is proved 

mathematically in the next section of the paper. 

 

5. Mathematical Evaluation of Processing Complexity 

 

Let  

N = total number of Resource Providers in the VO, 

available in RDB.  

Let  

i = be the number of Resource Consumer groups, who can 

avail the resources of the Grid CE to satisfy their resource 

requirements.  

Let  

Ni = be the number of Resource providers in VDB of each 

cluster,  

 

 

such that  

 

N >= N1 + N2 + N3 + ...... + Ni        …Eq 1 

and 

 

Ni << N           …Eq 2 
In normal case, to get the resourceful node to submit the 

job,  

 

Number of comparisons required = N 

That is, it requires that all the records of the RDB to be 

traversed once, before selecting the Resource Provider. 

While in the case of having a VDB in between the 

consumer and the RDB,  

Number of comparisons required = Ni   ....Eq 2 

Active Operation Complexity (AOC) 

 

Without VDB  = N        …Eq 3 

With VDB         = Ni / N        …Eq 4 

 

Reduction Factor}  

In  AOC} = 1 - (Ni / N) …Eq 5 

                    

   = (N-Ni) / N ....Eq 6 

 

 

From the Eq 6, it can be inferred that, as the margin 

between Ni and N increases, the processing (comparison) 

complexity is greatly improved, with the presence of VDB. 

 

6. Implementation 

 

The model was implemented at the Grid Computing Labs 

of MIT, Anna University, with a total of three clusters. The 

implementation was carried on in two phases. The first 

phase is taken care by a Mobile Agent Tool, Grasshopper 

and the second phase is taken care of by a Grid 
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Middleware like GT. 

 

In the first phase, the Grasshopper tool is used to code and 

migrate the   mobile agents. The Monitoring Mobile Agent 

is used to monitor the resources in the nodes of the cluster 

and Grid CE. The Monitoring Mobile Agent (MMA) was 

invoked at head node of every cluster. The MMA migrates 

to every member nodes of the Cluster, collects resource 

metric values of the member nodes and returns the result to 

the Registry node. The Registry node is the one which 

maintains the resource metrics of the RPs.  The monitoring 

is done in periodic intervals, so as to dynamically update 

RDB with the new resource metric values. Migration is 

done by all the RPs that are registered within the Grid CE. 

 

In the second phase of the implementation, based on the 

domain, the head node chooses certain RPs and stores their 

location (URL) along with certain keywords for the RP. 

Any consumer needing the resource, contacts the 

corresponding Virtual Database. The VDB contains only 

the URLs of the RPs, who can cater to the resource 

requirements of a particular domain. By using the First Fit 

Algorithm, the RP was selected and the URL of the RP is 

obtained by the consumer. Then the job was submitted 

using Globus Toolkit 4, at the selected URL of the RP by 

the consumer. 

 

7. Results and Discussion 

  

The model was also tested with and without VDB, with 

varied number of simultaneous requests. This is done to 

practically check the variance in the processing time of the 

requests, with direct and indirect access to RDB. The 

scalability up to 1000 clusters were simulated using 

GridSim and the results are shown graphically in Fig. 3 

 
 

Fig no. 3 Complexity Comparison Graph 

 

From Figure no.3 it is evident that, as the number of 

requests increases at a particular point of time, the 

processing time with the use of VDB decreases to a great 

extent, compared to the one without VDB.  

 

8. Conclusion 

  

Resource Monitoring in Grid Using Mobile Agent 

technology has already been proved efficient. Further, with 

the introduction of VDB in a busier grid will have a much 

more significant improvement in the processing time 

involved. 
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