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Summary: 
Single path routing protocol, known as Ad Hoc On-demand   
Distance Vector, has been    widely studied for mobile ad hoc 
networks. AODV needs a new route discovery whenever a path 
breaks. Such frequent route discoveries cause route discovery 
latency. To avoid such inefficiency, in this paper we present 
Multi agent Ants based Routing Algorithm (MARA), a new 
algorithm for routing in mobile ad hoc networks. The proposed 
hybrid protocol reduces route discovery latency and the end-to-
end delay by providing high connectivity without requiring 
much of the scarce network capacity. Multi agent Ants based 
Routing Algorithm (MARA), is based on ideas from Ant 
Colony Optimization with Multi agent systems technique. In 
simulation tests we show that Multi agent Ants based Routing 
Algorithm (MARA), can outperform AODV, one of the most 
important current state-of-the-art algorithms, both in terms of 
end-to-end delay and packet delivery ratio. 
Keywords: 
Routing, Mobile Ad hoc Network, Multi agent Ants based 
Routing Algorithm  

1. Introduction 

As mobile hosts and wireless networking equipments 
have become widely available, an entirely new class of 
applications has been created that wired network 
infrastructure cannot achieve. These applications include 
battlefield communications, disaster recovery, and rescue. 
These applications all rely on a quickly   deployable 
wireless network infrastructure. One type of 
infrastructure is the ad hoc network, which can be 
rapidly deployed in a given area. Mobile ad hoc 
networks are collections of mobile nodes connected by 
wireless links. If two nodes are not within radio range, 
all communication between them must pass through one 
or more intermediate nodes that act as routers. The nodes 
are free to move, thus the network topology may change 
dynamically. Therefore, routing protocols must be able 
to find paths (sequences of intermediate nodes to a  

destination) quickly in such dynamic conditions. On-
demand protocols that initiate routing activities on an on-
demand basis have been widely studied because of their 
low routing overhead. Well-known on-demand protocols 
are AODV (Ad Hoc On-demand Distance Vector 

protocol) [1, 6, 16] and DSR [2, 4] (Dynamic Source 
routing protocol). Although AODV outperforms DSR in 
many cases [2, 4, 13,], AODV is a single path routing 
that needs a new route discovery whenever path breaks. 
Such frequent route discoveries cause route discovery 
latency. To avoid such inefficiency, several studies such 
as [3, 12] and [17] have been proposed that extend 
AODV to compute multiple paths. They send data 
packets by alternative paths (sequences of intermediate 
nodes to a destination) without executing a new route 
discovery, if the primary path breaks. This reduces route 
discovery latency that contributes to the end-to-end delay 
of data packets. However, [1] does not perform well by 
increasing the number of communication sessions and [3, 
5] can not find paths even they actually exist when there 
are two or more common intermediate nodes on the paths. 
An ad hoc network is a collection of wireless mobile 
hosts, located in a given region. A transceiver with a 
certain transmission range is associated with each mobile 
host. Figure l (a) shows an example of an ad hoc network. 
Two mobile hosts can communicate directly in this 
network if both are within the transmission range of each 
other. When mobile hosts are not within range the 
assistance of other hosts is used to forward packets. This 
is called multihopping. An ad hoc network can be 
modeled as an undirected graph G = (V, E) in which the 
nodes set V represents the collection of wireless mobile 
hosts. The link set E represents the collection of any 
node pairs that can communicate directly. Figure l(b) 
shows the graph corresponding to Figure l (a). 
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Figure 1 (a) An example for the Adhoc Network  
                                   and 
               (b) The corresponding graph model 
    

 
 
                                   (a) 

 
          (b) 
 
Current routing protocols for mobile ad hoc networks 
MANETs suffer from certain inherent shortcomings. On 
the one side the proactive routing schemes like 
Destination Sequenced Distance Vector (DSDV) [1] 
continuously update the routing tables of mobile nodes 
consuming large portion of the scarce network capacity 
for exchanging huge chunks of routing table data. This 
reduces the available capacity of the network for actual 
data communication. The on-demand routing protocols 
like Ad Hoc On-Demand Distance Vector and Dynamic 
Source routing [2] on the other hand launch route 
discovery, and require the actual communication to be 
delayed until the route is determined. This may not be 
suitable for real-time data and multimedia 
communication applications. Mobile agents similar to 
ants [7, 8, 9, and 10] can be used for efficient routing in a 
network and discover the topology, to provide high 
connectivity at the nodes. However the ant-based 
algorithms in wireless ad hoc networks have certain 
drawbacks. In that the nodes depend solely on the ant 
agents to provide them routes to various destinations in 
the network. This may not perform well when the 
network topology is very dynamic and the route lifetime 
is small. In pure ant-based routing, mobile nodes have to 
wait to start a communication, till the ants provide them 
with routes. In some situations it may also happen that 
the nodes carrying ants suddenly get disconnected with 
the rest of the network. This may be due to their 
movement away from all other nodes in the network or 
they might go into sleep mode or simply turned off. In 

such situations the amount of ants left for routing are 
reduced in the network, which leads to ineffective 
routing. In this paper, we focus on AODV and propose 
Multi agent Ants based Routing Algorithm (MARA), a 
new algorithm for routing in mobile ad hoc networks.  
The MARA hybrid routing protocol is able to reduce the 
end-to-end delay and route discovery latency by 
providing high connectivity compared to AODV and ant-
based routing schemes. The hybrid scheme also does not 
overload the available network capacity with control 
messages like the proactive protocols. 

 
2. Background description of AODV and 
Ant-based routing protocols  
 
2.1. AODV Routing Protocol  
 
The specific challenges and possible applications of 
MANETs have made this a very popular research area, 
and a lot of routing algorithms have been proposed. 
People traditionally classify these algorithms as either 
proactive or reactive. In purely proactive protocols (e.g., 
DSDV [14]) nodes try to maintain at all times routes to 
all other nodes. This means that they need to keep track 
of all topology changes, which can become difficult if 
there are a lot of nodes or if they are very mobile. 
Therefore, reactive protocols (e.g., AODV or DSR) are 
in general more scalable (see [1, 2, 5, and 12]). In these 
protocols, nodes only gather routing information on 
demand only when they have data for a certain 
destination they construct a path, and only when the path 
becomes infeasible they search a new path. In this way 
they greatly reduce the routing overhead, but they can 
super from oscillations in performance since they are 
never prepared for disruptive events. Hybrid algorithms 
like ZRP have both a proactive and a reactive component, 
in order to try to combine the best of both worlds. Most 
of the algorithms are single path: at any time, they use 
only one path .The rest ant-based routing algorithms 
were ABC and Ant Net [7, 8, and 10]. Both algorithms 
follow a similar general strategy. Nodes send ant agents 
out at regular intervals to randomly chosen destinations. 
The main aim of the ants is to sample the paths, assign a 
quality to them, and use this information to update the 
routing tables in the nodes they pass. These routing 
tables contain an entry for each destination and each 
neighbor, indicating the goodness of going over this 
neighbor on the way to the destination. This goodness 
value is called pheromone. This pheromone information 
is used for the routing of both ants and data packets. All 
packets are routed stochastically, choosing with a higher 
probability those links with higher pheromone values. If 
enough ants are sent to the different destinations, nodes 
keep up-to-date information about the best paths, and 
automatically adapt their data load spreading to this. Ant-
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based routing algorithms have a number of properties 
which are desirable in MANETs: they are highly 
adaptive to network changes, use active path sampling, 
are robust to agent failures, provide multipath routing, 
and take care of data load spreading. However, the fact 
that they crucially rely on repeated path sampling can 
cause significant overhead if not dealt with carefully. 
There have been a number of attempts to design ant-
based routing algorithms for MANETs. Examples are 
ARA [10] and PERA [11]. However, these algorithms 
loose much of the proactive sampling and exploratory 
behavior of the original ant-based algorithms in their 
attempt to limit the overhead caused by the ants. 
 
2.2. Ants Based Routing Algorithm 
 
Ants Based Routing Algorithm is a hybrid multipath 
algorithm. When a data session is started at node s with 
destination d, s checks whether it has up-to-date routing 
information for d. If not, it reactively sends out ant-like 
agents, called reactive forward ants, to look for paths to d. 
These ants gather information about the quality of the 
path they followed, and at their arrival in d they become 
backward ants, which trace back the path and update 
routing tables. The routing table T i in node i contains for 
each destination d and each possible next hop n a value 
Ti

nd є IR.Ti
nd is an estimate of the goodness of the path 

over n to d, which we call pheromone. In this way, 
pheromone tables in different nodes indicate multiple 
paths between s and d, and data packets can be routed 
from node to node as data grams. They are stochastically 
spread over the paths: in each node they select the next 
hop with a probability proportional to its pheromone 
value. Once paths are set up and the data session is 
running, s starts to send proactive forward ants to d. 
These ants follow the pheromone values similarly to data 
packets. In this way they can monitor the quality of the 
paths in use. Moreover, they have a small probability of 
being broadcasted, so that they can also explore to their 
neighbors such that these can update.  
 
2.3. MARA: Multi agent Ant based routing 
Algorithm 
 
 Multi agent Ant based routing Algorithm forms a hybrid 
of both ant based routing and Multi agent systems 
technique to overcome some of their inherent drawbacks. 
The hybrid technique enhances the node connectivity and 
decreases the end-to-end delay and route discovery 
latency. Route establishment in conventional ant based 
routing techniques is dependant on the ants visiting the 
node and providing it with routes. If a node wishes to 
send data packets to a destination for which it does not 
have a fresh enough route, it will have to keep the data 
packets in its send buffer till an ant arrives and provides 

it with a route to that destination. Also, in ant routing 
algorithms implemented so far there is no local 
connectivity maintenance as in AODV. Hence when a 
number of data packets being dropped. AODV on the 
other hand takes too much time for connection 
establishment due to the delay in the route discovery 
process whereas in ant based routing if a node has a route 
to a destination it just starts sending the data packets 
without any delay. This long delay in AODV before the 
actual connection is established may not be   applicable 
in real-time communication applications. 
 
 Figure 2 Propagation of route relay and traversal of ant packet in 
MARA routing protocol 
 

 
 

In Ant-AODV ant agents work independently and 
provide routes to the nodes as shown in fig. 2. The nodes 
also have capability of launching on-demand route 
discovery (fig. 2) to find routes  

to destinations for which they do not have a fresh enough 
route entry. The use of ants with AODV increases the 
node connectivity (the number of destinations for which 
a node has un-expired routes), which in turn reduces the 
amount of route discoveries. Even if a node launches a 
RREQ (for a destination it does not have a fresh enough 
route), the probability of its receiving replies quickly (as 
compared to AODV) from nearby nodes is high due to 
the increased connectivity of all the nodes resulting in 
reduced route discovery latency. Lastly, as ant agents 
update the routes continuously, a source node can switch 
from a longer (and stale) route to a newer and shorter 
route provided by the ants. This leads to a considerable 
decrease in the average end-to end delay as compared to 
both AODV and ant-based routing. Ant-AODV uses 
route error messages (RERR) to inform upstream nodes 
of a local link failure similar to AODV. Routing table in 
Ant-AODV is common to both ants and AODV. 
Frequent HELLO broadcasts are used to maintain a 
neighbor table. This table is used to select a randomly 
chosen next hop (avoiding the previously visited node) 
from the list of neighbors by the ant agents. 
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3. Ant Algorithms 
 
Ant algorithms are a subset of swarm intelligence which 
models the behavior of insect swarms to solve complex 
tasks by cooperation. They are multi-agent systems 
where agents show the behavior of individual ants. See 
[7, 8, and 10] for more information. 
 
3.1 Basic ant algorithm 
 
The basic idea of the ant algorithm is taken from the food 
searching behavior of real ants. When ants search for 
food, they start from their nest and walk toward the food. 
When an ant reaches an intersection, it has to decide 
which branch to take next. While walking ants deposit 
pheromone1 which marks the selected route. The 
concentration of pheromone on a certain path is an 
indication of its usage. Over time the concentration of 
pheromone decreases due to diffusion effects. Figure 3 
shows a scenario with two routes from the nest to the 
food. At the intersection the first ants randomly select a 
branch. Since the lower route is shorter than the upper 
one, the ants, which take this path, will reach the food 
place first. On their way back to the nest, the ants again 
have to select a path. After a while the pheromone 
concentration on the shorter path will be higher than on 
the longer path, because the ants using the shorter path 
will increase the pheromone concentration faster. Thus, 
eventually all ants will only use this path. 
 
Figure 3.All ants take the shortest path after an initial searching time 
 

 
. 
This behavior of the ants can be used to find the shortest 
path in networks. Especially the dynamic component of 
this method provides for a high degree of adaptation to 
changes in mobile ad-hoc network topology, since in 
these networks the existence of links is not guaranteed 
and link changes occur frequently. 
 
3.2 A simple Ant algorithm 
 
 Let G = (V, E) be a connected graph with n = 
│V│nodes. The simple ant colony optimization meta-
heuristic can be used to find the shortest path between a 
source node VS and a destination node VD on the graph 

G. The number of nodes on the path gives the path length. 
A variable  (artificial pheromone), which is 
modified by the ants when they visit the node is 
associated with an edge of the graph 
connecting the nodes Vi andVj. The pheromone 
concentration i;j is an indication of the usage of this edge. 
Initially j is constant for each edge e (i; j). An ant 
located in node Vi uses pheromone αi;j of node  
to compute the probability of node vj being the next hop. 
Ni is the set of one-step neighbors of node Vi. The 
transition probabilities Pi;j of a node Vi, i.e. the 
probability that the ant selects node vj after it has visited 
Vi, are defined as follows 
 

 
                                           ----------      (1) 
During the route finding process, ants deposit pheromone 
on the edges. In the simplest version of the algorithm, the 
ants deposit a constant amount of pheromone, i.e. 
the amount of pheromone of the edge e (vi; vj) when the 
ant is moving from node vi to node vj 
is changed as follows: 

                      
                                          -----------        (2) 
Like real pheromone the artificial pheromone 
concentration decreases with time. In the simple ant 
algorithm this is described by: 
 

 
                                          -----------         (3) 
 
3.3. Why ant algorithms are suitable for ad-hoc 
networks 
 
The simple ant algorithm shown in the previous section 
illustrates different reasons why this kind of algorithms 
could perform well in mobile multi-hop ad-hoc networks. 
We discuss some by relating them to important 
properties of mobile ad-hoc networks. 
 
Dynamic topology: This property is responsible for the 
poor performance of many 'classical' routing algorithms 
in mobile multi-hop ad-hoc networks. The ant algorithm 
is based on autonomous agent systems imitating 
individual ants. This allows a high adaptation to the 
current topology of the network. 
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Local work: In contrast to other routing approaches, the 
ant algorithm is based only on local information, i.e. no 
routing tables or other information blocks have to be 
transmitted to other nodes of the network. 
 
Link quality: It is possible to integrate the 
connection/link quality into the computation of the 
pheromone concentration, especially into the evaporation 
process. This will improve the decision process with 
respect to the link quality. It is important to note that the 
approach can be modified so that nodes can also 
manipulate the pheromone concentration independent of 
the ants, e.g. if a node detects a change of the link quality. 
 
Support for multi-path: Each node has a routing table 
with entries for all its neighbors, which also contain the 
pheromone concentration. The decision rule for selection 
of the next node is based on the pheromone 
concentration at the current node, which is provided for 
each possible link. Thus, the approach supports multi-
path routing. 
 
4. The Ant Routing Algorithm for MANETs 
 
In this section we discuss the adaptation of the simple ant 
algorithm for mobile multi-hop ad-hoc networks and 
describe the Multi agent Abased Routing Algorithm 
(MARA). The routing algorithm is similar to [22] many 
other routing approaches and consists of three phases. 
 
4.1. Route Discovery Phase 
 
New routes are created in the route discovery phase. The 
creation of new routes requires the use of a forward ant 
(FANT) and a backward ant (BANT). A FANT is an 
agent, which establishes the pheromone track back to the 
source node. In analogous, a BANT establishes the 
pheromone track back to its origin, namely the 
destination node. The FANT is a small packet with a 
unique sequence number. Nodes are able to distinguish 
duplicate packets on the basis of the sequence number 
and the source address. A node, which receives a FANT 
for the first time, creates a record in its routing table. An 
entry in the routing table is a triple (destination address, 
next hop, pheromone value). The node interprets the 
source address of the FANT as destination address; the 
address of the previous node as the next hop, and 
computes the pheromone value depending on the number 
of hops it took the FANT to reach the node. The node 
then relays the FANT to its neighbors. Duplicate FANTs 
are identified through the unique sequence number, and 
are removed. The destination node extracts the 
information of the FANT, creates a BANT and returns it 
to the source node. The BANT's task is similar to that of 
the FANT, i.e. to establish a track to this node. When the 

sender receives the BANT from the destination node, the 
path is established and data packets can be sent. The 
forward ant only creates one pheromone track to the 
source node in node 6, but two tracks in node 5, via node 
3 and node 4. It only creates one pheromone track to the 
destination node VD in node 5 and two tracks in node 6. 
Thus, MARA also supports multi-path routing. 
 
Figure 4 Demonstrates the route discovery phase of MARA 
 
 

 
 
Figure 4 a) shows the establishment of the pheromone track back to the 
source node vs.  
 

 
 
Figure 4 b) depicts analogous situation for the backward ant. 
 
 
4.2 Route Maintenance 
 
 The second phase of the routing algorithm is called 
route maintenance. This phase is responsible for the 
maintenance of the routes during the   communication. 
ARA does not need any special packets for that purpose. 
Once the FANT and BANT have established the 
pheromone tracks for the source and destination nodes 
regular data packets are used to maintain the path. As in 
biological systems, established paths do not keep their 
initial pheromone values forever. When a node vi relays 
a data packet to destination vD to a neighbor node vj, it 
increases the pheromone value of the entry (vD, vj, φ) by 
Δφ, i.e. this path to the destination is strengthened by the 
data packet. Likewise, the next hop vj increases the 
pheromone value of the entry (vS, vi, φ) by Δφ, i.e. the 
backward path to the source node is also strengthened. 
The evaporation process of the real pheromone is 
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modeled by decreasing the pheromone values according 
to equation 3. 
 
4.3. Route Failure Handling 
 
The third and last phase of MARA handles routing 
failures, which are especially caused by node mobility 
and are therefore very common in mobile ad-hoc 
networks. The current implementation of ARA assumes 
IEEE 802.11 on the MAC layer. This enables MARA to 
recognize a route failure through a missing 
acknowledgement on the MAC layer. If a node receives 
a ROUTE_ERROR message for a certain link, it first 
deactivates this link by setting the pheromone value to 0. 
Subsequently, the node searches for an alternative link in 
its routing table. If there is another route to the 
destination it will send the packet via this path. 
Otherwise, the node informs its neighbors, hoping that 
they can forward the packet to the destination. Either the 
packet can be transported to the destination node or the 
backtracking continues to the source node. If the packet 
does not reach the destination, the source node has to 
initiate a new route discovery process. 
 
4.4. Overhead of MARA 
 
 The expected overhead of MARA is very small, because 
there are no routing tables to be exchanged between the 
nodes. Unlike other routing algorithms, the FANT and 
BANT packets do not transmit much routing information. 
Only a unique sequence number is transmitted in the 
routing packets. Most route maintenance is performed 
through data packets. MARA only needs the information 
in the IP header of the data packets. 
 
5. Performance Evaluation 
 
 We evaluate Performance of the proposed algorithm 
using simulations and compare them with AODV [12]. 
The algorithm is evaluated in terms of Average end-to-
end delay per packet and delivery ratio (i.e. the fraction 
of successfully delivered data packets). In 5.1 we 
describe the simulation environment and the test 
scenarios, and in 5.2 we show and discuss the results. 
 
5.1 Simulation Environment 
 
     As simulation software we used GloMoSim is a 
scalable simulation environment for wireless and wired 
networks systems developed initially at UCLA 
Computing Laboratory [19]. It is designed using the 
parallel discrete-event simulation capability provided by 
a C-based parallel simulation language, Parsec [20&21]. 
GloMoSim currently supports protocols for purely 
wireless networks. All our simulation scenarios are 

derived from the base scenario used in [10], which is an 
important reference. In this base scenario 50 nodes are 
randomly placed in an area of 1500 ×300m2. The area is 
rectangular in order to have more long paths. Within this 
area, the nodes move according to the random waypoint 
model. Each node randomly chooses a destination point 
and a speed, and moves to this point with the chosen 
speed. After that it stops for a certain pause time and 
then chooses a new destination and speed. The maximum 
speed in the scenario is 20m/s and the pause time is 30 
seconds. The total length of the simulation is 900 
seconds. Data traffic is generated by 20 constant bit rate 
(CBR) sources sending one 64-byte packet per second. 
Each source starts sending at a random time between 0 
and 180 seconds after the start of the simulation, and 
keeps sending until the end. At the physical layer we use 
a two-ray signal propagation model. The transmission 
range is 300 meters, and the data rate is 2Mbit/s. At the 
MAC layer we use the popular 802.11 DCF protocol. 
The different test scenarios used below were derived 
from the base scenario by changing some of the 
parameters. In particular, we varied the pause time, the 
area dimensions and the number of nodes. For each new 
scenario, 5 different problems were created, by choosing 
different initial placements of the nodes a different 
movement patterns. The reported results are averaged 
over 5 different runs (to account for stochastic elements, 
both in the algorithms and in the physical and MAC 
layers) on each of the problems. 
 
5.2 Simulation Results 
 
 In a first set of experiments we progressively extended 
the long side of the simulation area. This has a double 
effect: paths become longer and the network becomes 
sparser. The results are shown in figure 5. In the base 
scenario, MARA has a better delivery ratio than AODV, 
but a higher average delay. For the longer areas, the 
difference in delivery ratio becomes bigger, and AODV 
also looses its advantage in delay. If we take a look at the 
99th percentile of the delay, we can see that the decrease 
in performance of AODV is mainly due to a small 
number of packets with very high delay. This means that 
AODV delivers packets with a very high delay jitter, a 
crucial problem in terms of quality of service (QoS). 
Removing these packets with very high delay could 
reduce the jitter, but that would mean an even worse 
delivery ratio for AODV.  
 

Figure 5 (a) The delivery ratio (the fraction of sent packets which 
actually arrives at their destination 
                                       and 
           5(b) The average and 99th percentile of the delay per packet. 
 (on x-axis the long edge of the area starting from the base scenario of 
1500x300 m2, and ending at 2500x300 m2.) 
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    a) 

 
 
 
      b) 
 
Next we changed the mobility of the nodes, varying the 
pause time between 0 seconds (all nodes move 
constantly) and 900 seconds (all nodes are static). The 
area dimensions were kept on 2500 × 300 m2, like at the 
end of the previous experiment (results for 1500× 300m2 
was similar but less pronounced). In figure 6 we can see 
a similar trend as in the previous experiment. For easy 
situations (long pause times, hardly any mobility), 
MARA has a higher delivery ratio, while AODV has 
lower delay. As the environment becomes more difficult 
(high mobility), the difference in delivery ratio becomes 
bigger, while the average delay MARA becomes better 
than that of AODV. Again, the 99th percentile of AODV 
shows that this algorithm delivers some packets with a 
very high delay. Also MARA has some packets with a 

high delay (since the average is above the 99th 
percentile), but this number is less than 1% of the 
packets. In a last experiment we increased the scale of 
the problem. Starting from 50 nodes in a 1500×500m2 
area, we multiply both terrain edges by a scaling factor 
and the number of nodes by the square of this factor, up 
to 200 nodes in a 3000×1000m2 area.  
 
 
Figure 6(a) The delivery ratio. 
     and 
           6(b) The average and 99th percentile of the delay. 
            (on the x-axis the node pause  time in seconds) 
 

 
 
                                               a) 
 

 
 
                                                   b) 
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The results, presented in figure 3, show again the same 
trend: as the problem gets more difficult, the advantage 
of MARA in terms of delivery ratio increases, while the 
advantage of AODV in terms of average delay becomes 
a disadvantage. Again this is due to a number of packets 
with a very high delay. The experiments described above 
show that MARA has some clear advantages over 
AODV.First of all, MARA gave a better delivery ratio 
than AODV in all scenarios. The construction of multiple 
paths at route setup,  
 
Figure 7(a) The delivery ratio  
  and 
           7(b) The average and 99 th percentile of the delay. 
             (on the x-axis the scaling factor  for the problem) 

 
     a) 

 
 
                                     b) 
          
and the continuous search for new paths with proactive 
ants ensures that there are often alternative paths 

available in case of route failures, resulting in less packet 
loss. Second, MARA has a higher average delay than 
AODV for the simpler scenarios, but a lower average 
delay for the more difficult ones. The average delay of 
AODV increases sharply in each of the difficult 
scenarios, and the 99th percentile figures indicate that this 
is mainly due to a fraction of packets, which is delivered 
with an abnormally high delay. Moreover, the 95th 
percentile (not shown in the figures) is usually lower for 
AODV than for line with the multipath nature of MAR. 
Since it uses different paths simultaneously, not all 
packets are sent over the shortest path, and so  
the average delay will be slightly higher. On the other 
hand, since AODV relies on just one path, delays can 
become very bad when this path becomes inefficient or 
invalid. This is especially likely to happen in difficult 
scenarios, with longer paths, lower node density or 
higher mobility, rather than in the dense and relatively 
easy base scenario. Delivering packets with low 
variability and low maximum delay is an important 
factor in QoS routing.  
 
6 Conclusions and future work 
 
 We have presented Multi agent Ants based Routing 
Algorithm (MARA), a new algorithm for routing in 
mobile ad hoc networks. It is a hybrid algorithm, 
combining reactive route setup with proactive route 
probing and exploration. In simulation experiments we 
show that MARA can outperform AODV in terms of 
delivery ratio and average delay, especially in difficult 
scenarios. Also in terms of delay jitter, MARA shows 
better results. In future work we want to improve the 
exploratory working of proactive ants. By extending the 
concept of pheromone diffusion, more information about 
possible path improvements will be available in the 
nodes, and this information can guide proactive ants. 
This should lead to better results with less overhead. 
Further investigations will include experiments with high 
network load and multimedia data. Also, we would like 
to try out a virtual circuit based approach. This could 
result in better control over paths, so that data delivery 
can be made more reliable. 
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