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Summary 
The network is gradually becoming more sophisticated as the 
ubiquitous computing technology allows one to freely access or 
to create a network regardless of time and place. Given such 
environment, there is a need for a system that can prove the 
quality of self-management/administration for network 
disabilities by installing an agent that can take measures against 
network disabilities to each digital device in order to apply the 
quality of self-management/administration that does not require 
human intervention by attempting to identify the status that 
varies according to time and place through sensing and tracking 
as computers are present in every aspect of our lives. 
Since the existing systems perform each procedure in a 
sequential manner, it is difficult to detect the characteristics of 
disabilities and therefore the consequent diagnosis and recovery 
are very difficult. Also, there are constraints when a system tries 
to determine the network organizational disabilities of its own. In 
other words, it is difficult for a system to determine its own 
internal or external network status. Therefore, communications 
between various agents that are scattered in the network are 
required in order to accurately identify the causes of such 
disabilities so that these network organizational disabilities can 
be recovered. 
Hence, this research paper proposes a method that not only 
diagnoses disabilities but also a system that effectively recovers 
them by accurately identifying the status of the internal or 
external network that cannot be identified by the system itself 
through an organic collaboration with all available agents at any 
place and any time, supported by the ubiquitous computing 
technology.. 
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1. Introduction 

The term ‘ubiquitous’, first used in 1988 by Mark Weiser 
of American office photocopier producer Xerox, is a Latin 

word for ‘existing everywhere at every time’, which is a 
modern term for an environment in which a user is able to 
freely connect to any network with any computer 
regardless of where he is or when it is.  
 
The ubiquitous computing technology that allows anyone 
to access any form of network from any place at any time 
has emerged into the spotlight. [1] In the ubiquitous 
computing environment, computers, integrated with digital 
devices, use sensing and tracking to identify the status that 
changes according to time or place so that they self-
manage and restore without human intervention. [2] As 
the network becomes vaster and more sophisticated, it 
would heavily burden network service providers or 
companies with large networks in terms of management 
costs and personnel supply if all disabilities of the network 
had to be monitored and repaired entirely by a human 
administrator. As of current, expert systems, which have 
an accumulated professional knowledge regarding 
disability management, detection, and repair, provide such 
services. [3]. However, not only is this method unable to 
satisfy the characteristics of the ubiquitous computing 
environment but it also possesses restrictions when it 
comes to identifying every status details of professional 
systems or networks thereby limiting its own roles. [3, 6, 7, 
8] 
 
Furthermore, it is even more difficult to accurately detect 
the causes of network organizational disabilities of a 
system. This is because for a system’s network 
organizational disability, it may have a variety of causes 
but its symptoms may be identical to some other disability. 
For instance, one cannot claim that a system’s network 
organizational disability is accountable when the Internet 
does not work. This is because such disability may be 
caused by many different causes such as network failure,  
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system’s network interface error, or failure of the network 
device that collectively forms the network. [5] 
 
Therefore, there are constraints when a system tries to 
self-detect its own network organizational disability. 
Consequently, it is difficult for a system to determine, by 
itself, the status of an internal or external network. With 
this said, there needs to be collaborative communications 
between various agents spread around the network in 
order to accurately identify and recover such network’s 
organizational disabilities.  
 
Hence, this research paper would like to propose a method 
that not only diagnoses disabilities but also a system that 
effectively recovers them by accurately identifying the 
status of the internal or external network that cannot be 
identified by the system itself through an organic 
collaboration with all available agents at any place and any 
time, supported by the ubiquitous computing technology 
Chapter 2 of this paper introduces the LODES system, 
which is a prime example of the existing network issue 
analysis systems. Chapter 3 introduces a collaborative 
model between agents in the ubiquitous environment and 
the network disability recovery regulation model. Finally, 
Chapter 4 summarizes the system proposed in this paper 
and discusses prospective plans. 
 

2. Related Studies 

2.1 Network Disability Diagnosis System 

There is a need for a self-recovery system that can 
diagnose and recover, on its own, network disabilities in 
each configured network. Such self-recovery technology 
identifies and analyzes the current status information such 
as the current location, time, surrounding network status, 
and user activity and task history to self-detect and recover 
errors. Currently, there are professional disability 
diagnosis systems that automatically and efficiently 
support network management. Professional disability 
diagnosis systems analyze a disability that occurs in a 
system and perform an automatic diagnosis and recovery 
of the disability by using the database containing 
accumulated knowledge of skilled network administrators. 
  

2.2 LODES (Large Internetwork Observation and 
Diagnostic Expert System) 

The LODES (Large Internetwork Observation and 
Diagnostic Expert System) is a professional disability 
diagnosis system that diagnoses disabilities within vast 

internetworks. This is a system that diagnoses disabilities 
that occur in complex and irrational network environments 
based on the professional knowledge of TCP/IP-related 
problem solving.  

 
Unlike other typical systems, this system pursues active 
diagnosis. However, one of its drawbacks is that the 
network administrator has to directly access the 
equipments when a problem arises in the host. [6] 

3.  Disability recovery among agents in the 
Ubiquitous Environment 

 

In ubiquitous computing, every device can analyze and 
identify the information extracted from the many devices 
within the sensor network. Here, the professional 
disability diagnosis system is installed to each device so it 
can perform the self-recovery function. However, most 
network issues are generated by the environmental 
elements of the network rather than issues with the system 
itself. Therefore, the existing professional disability 
management systems such as LODES cannot effectively 
perform self-recovery. Thus, this research aims to analyze 
the causes of and repair network disabilities through 
collaboration with the many devices within a network as it 
is the strength of ubiquitous computing. Such method can 
enhance the credibility of network disability analysis and 
it can help concentrate on solving network disabilities by 
allowing room for device control. For example, when a 
device finds itself unable to communication with a device 
in another network through a router, it can request its 
nearby devices to test if they can communicate with the 
particular device at the other end so that it can determine if 
the communication failure is its problem or if there’s a 
problem with an element in the network. Such acquired 
status information can be utilized in recovering network 
disabilities. 

 

3.1 Agent Disability Inspection Module 

An agent is installed in all digital devices to detect any 
malfunctioning of the system, monitor the status of the 
LAN that the system is a part of, and regularly send back 
and forth information with other agents in order to verify 
that the network connection is in normal operation.  
Detecting an agent’s disability is triggered when access to 
an arbitrary sector of the network fails and the orientation 
of the entire model is as follows.  
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[Figure 3.1] Orientation of the Entire Module 

A) Destination Disability Inspection 
A common cause of destination disabilities, destination 
failure, is diagnosed with a well-known port and the 
application program of the destination is diagnosed by the 
port that the particular application program uses. The local 
agent’s host first tests the functionality of each well-
known port excluding the application program port and 
when no abnormalities are detected, it then inspects the 
application program port. When there is a problem in the 
test results, other agents provide help and the diagnosis 
regulation is applied to recover the disability according to 
the feedbacks of the other agents. 

 

 

[Figure 3.2] Destination Disability Diagnosis Algorithm 

 

B) Network Configuration Inspection 
Network configuration issues commonly occur due to 
network configuration errors in the IP, Subnet Mask, DNS, 
or Default Gateway. Such network configuration errors 
are detected by requesting help to other agents within the 
same network and comparing the network configuration 
with that of a fully operational agent and then applying the 
appropriate diagnosis regulation for recovery. 

 

 

 

[Figure3.3] Network configuration disability diagnosis 
algorithm 

 

C) Interface Disability Inspection 
Problems occur in an interface due to malfunctioning 
network devices or a connection failure of the interface. 
When an interface disability occurs, it must be reported to 
the network administrator or the user for a prompt 
recovery. 
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[Figure 3.4] Interface disability diagnosis algorithm 
 
 
D) Diagnosis of the path between a particular host and a 
destination 
Path disability between a host and a destination may occur 
due to a malfunctioning circuit of the network, a 
malfunctioning network device that lies in the path such as 
a switch or router, or a failure along the path caused by the 
routing protocol. When a disability occurs between the 
two, the sector with the disability must be reported to the 
network administrator for a prompt recovery. 
 

 
 
[Figure 3.5] Path disability diagnosis algorithm 
 
 

4. Conclusion 

This research paper proposed a regulation-based disability 
recovery agent that self-diagnoses and recovers network 
disabilities according to the nature of self-regulation of 
each device in the ubiquitous environment. Also, since it 
is difficult for a single agent to resolve external issues 
such as network organizational disability, a collaborative 
disability recovery model that cooperates with other agents 
has been proposed.  
 

Network disabilities such as network device failures or 
internal issues that could not be fixed by the existing 
systems can now be diagnosed and recovered through this 
method. Also, through collaborative efforts between each 
agent, the system can flexibly respond to various network 
disabilities and actively adapt to changing network 
environments.  

 
However, devices in the ubiquitous environment, 

mostly small, have weak processing abilities along with a 
relatively smaller memory size. Based on this, there is a 
need for a method that can effectively diagnose and 
recover network disabilities. Therefore, post to this 
research, we plan on conducting a research on how to 
maximize the efficiency of collaboration between agents 
and on how to effectively apply the network disability 
diagnoses regulation.  
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