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Summary 
A differential measurement  of congestion level is introduced to 
enhance the cost function to be applied in routing strategy 
inorder  to maximize the utilization of the installed resources as 
well as balancing the load in ATM networks is introduced. The 
differential measurement  of congestion level is based on 
computing the number of in-progress calls within each 
reallocation period several times, which leads to find out the 
rate of  loading. At each node (ATM switch) there is a controller 
for computing the occupied capacity, the residual capacity and 
the available capacity to prevent any call rejection if there is 
sufficient amount of bandwidth supporting the arriving calls. 
When a new call requests a connection, the bandwidth 
allocation controller assigns for it the required bandwidth, if 
there is enough resources, otherwise it will be rejected. After 
the call is completed, the assigned bandwidth will be released 
and returned back to the remaining amount of capacity, which 
we will call the channel reserve capacity. Once the call is 
accepted, the cost function will guide it to follow the least 
congested route taking into account the congestion level and the 
rate of loading at the next node. Some simulation results are 
presented. 
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1. Introduction 

The traffic on the ATM node (switch) is classified 
into a number H of classes. Each class is characterized by 
its own statistical parameters and QoS requirements. In 
our approach the ATM switch is considered as a set of 
queues of finite size. The cells are picked out by a 
scheduler, complying with a routing algorithm, which is 
governed by a switch control device.  

The proposed connection admission control will play 
as follows: When a new call requests a connection, the 
bandwidth allocation controller assigns for it the required 
bandwidth from the channel available reserve capacity, if 
there is enough bandwidth [1,2,3]. Otherwise the call will 
be rejected. The described procedure will be repeated for 
all the outgoing links. If only one link can accept the new 
call, then it will be shipped over it. If none of the outgoing 
links can accept the new call, then the call will be rejected. 
This case can take place if and only if the total capacity is 

occupied, or the total reserves can not cope with the new 
call requirements or the set of the next nodes are 
congested. If more than one link can accept the new call, 
then we need to differentiate between the available links 
(routes). The differentiation process is based on the 
congestion level of all the outgoing links taking into 
account the channel capacity, the link traffic being in 
progress, the congestion level at the next node at the most 
close previous instants, and on the new call 
requirements[4-8].  

One of the main aims of the introduced algorithm is 
to balance the bandwidth utilization among all of the 
outgoing links. By defining the residual capacity over the 
possible routes, the controller will select the one with the 
maximum residual capacity. As a result of this, the traffic 
will be distributed equally among the routes, which means 
that we will not have overuse resources once we have 
underused ones. Consequently we get a uniform 
distribution of the traffic over the network. 

Node-by-node Call Admission Control (CAC) and 
routing can be joined and managed together. In our 
approach, the best route is not chosen beforehand and 
then verified, but at each node, we choose the least loaded 
link among the outgoing links by means of the cost 
(residual capacity) function associated with each link [9-
12,17]. The cost function should take into account the 
link's local traffic, the traffic associated with the 
subsequent hops to the destination, as well as the traffic 
originated from different types. It should be considered 
only for those links that are not congested (in the sense 
that it is defined by the admission control rule). A bit-
stream in the messenger packet is used to remember the 
nodes traversed along the route [18]. At each node, a table 
look-up is performed to find out the congested channels. 
The link with the lowest cost (lowest utilization) among 
the non-congested ones is chosen, and the packet is sent 
along the route. If all outgoing links become congested, at 
an intermediate node, then the connection can be saved 
from rejection by tracking back to a previously visited 
node and requests the connection again [19-21]. If the 
messenger reaches its destination, then the connection is 
accepted, a Virtual Connection (VC) is established, and 
the path that the cells of that connection will follow is 
fixed. After the connection is completed, the resources 
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can be released, the assigned bandwidth becomes idle and 
so the bandwidth allocation controller will return it to the 
reserve capacity.  

In the next section, we discuss the proposed 
differential measurement of the congestion level. Section 
3 presents the network performance and simulation 
results. Section 4 contains the conclusion. 

2. The Proposed Congestion Level Differential 
Measurement 

2.1 The applied Cost Function 

The Dynamic Least Congested Path (DLCP) algorithms’ 
family decisions are based on the computation of a simple 
cost function, related to each outgoing link, given by the 
sum of a local cost and an aggregate cost [22-25]. Let i be 
the considered node; then the cost of link ij for class h at 
decision instant k (in slots) is defined as follows. At 

instant 
~

k (in slots), a generic node i chooses the link 

through which it will forward a call request packet 
generated by a class h connection request, by minimizing 
(over all successor nodes j) the cost function as described 
below: 
The bandwidth allocation controller periodically computes 
the occupied capacity by the current calls for each class 
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The difference between the total channel capacity and the 
total occupied capacity represents the channel residual 

capacity in hand of node i at instant 
~

k  and is represented 

by C irch )(,
 as expressed in equation (2). 
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This residual capacity will be compared with the channel 
residual capacity at the next node to find the available 
capacity, which can be used to handle the new calls. CAC 
will admit new calls as long as there is sufficient available 
capacity (bandwidth) to carry the newly arrived calls on a 
certain link, under the QoS requirements. Obviously at 
the initial moment the reserve capacity will be the 

channel capacity CT
. While at the run regime, the 

reserve capacity will be as expressed in equation (2), in 
addition, the reserve capacity can not exceed the channel 
capacity, see inequality (3) below: 
 

C irch )(,
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Any efficient cost function must take account for the next 
node; we have to introduce a new term, which we will call 

the available capacityCe
. The available capacity means 

how much the channel reserve capacity is affected by the 
congestion level at the next node. The effective capacity 
will be taken as the minimum value of both nodes j and I 

at instants 
~~

sandk  respectively, keeping in mind that 
~

s  

always leads 
~

k are measured in slots. Mathematically we 
can express: 
 

Ce
 = min (C irch )(,

,C jrch )(,
) ………… (4) 

 

Where Ce
is the actual available bandwidth, which is 

able to transfer the traffic from node i through node j. The 
cost function represents the amount of the available 

capacity Ce
 related to the total installed link capacity 

CT
 to give a precise view of the link congestion. Our 

cost function depends on the link capacity, the link 
current load and the congestion level at the next node 
(measured at the previous instant). The cost function takes 
into account the link instantaneous congestion 
information as well as the aggregate information that is 
passed along periodically, which reflects the congestion 
level of the adjacent nodes. Uniform utilization of the 
resources and load balancing among the network 
components is the main goal of the cost function. This 
cost function consists of two terms: the first term 
represents the instantaneous congestion state of the node i 

at instant
~

k , while the second term represents the 
congestion level at the next adjacent nodes (j) at the 
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instant
~

s . It should be noted that 
~

s < 
~

k.   Finally the cost 

function might be expressed as follows: 
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Where CC jochioch )(,)(,
, , C irch )(,

 and C jrch )(,
  are 

the total occupied capacities and the channel residual 
capacities in hand of nodes i and j respectively and 
measured in cells. a  is a weighting factor that ranges 

between zero and one. The threshold value y is chosen 
very high to prevent using the saturated link even if there 
is reserve capacity for transmitting only one cell on 
another link, this value was chosen for 150 Mbps working 
channel capacity (our simulations are carried out on 150 
Mbps ) and it must be increased proportionally if the 
channel capacity increased.  

It is worth noting that the proposed policy is distributed, 
based on a combination of the congestion situation of the 
node and its successors in two consecutive instants 

~~

sandk , and does not require the presence of a real time 

supervisory controller, which would be questionable in a 
wide area network. Moreover it can be observed that the 
characteristics of the strategy mentioned above are 
substantially independent to the specific access control 
and bandwidth allocation scheme.  

2.2 The Congestion rate computation  

By the congestion rate hereandafter we mean the growth 
speed of the number of in-progress calls that had been 
accommodated in the link under consideration during a 
specified period. To find out the congestion rate of the 
link over a considered period first of all it is required to 
know the number of in-progress calls in several instances 
during this period.   For simplicity we substitute the 
number of in-progress calls by the occupied bandwidth by 
these calls. Suppose we have a set of occupied bandwidth 

values such as
~
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in different instances k1, k2…..kn of the considered link 
during a specified period. The following step is to find the 
average of these values, which will give us the congestion 

rate of the link m
ij

 during this period. Consequently we 

can say 
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It is worth noting that the congestion here is represented 
in terms of occupied bandwidth instead of the number of 
in-progress calls, which gives us a direct indication for 
choosing the least congested link. 

2.3 The routing rule 

After accepting the incoming calls arises the following 
problem: through which link the admitted call will be 
carried towards its destination. In previous works [2, 3] 
several techniques were applied, among these techniques 
the shortest path, which leads to early congestion of a set 
of links that connects the intermediate nodes causing a 
complete blocking of the network. Another technique 
recommends selecting the link with minimum number of 
in-progress calls, which causes wasting the network 
bandwidth [6]. The equivalent bandwidth-based strategy 
is a good technique for saving bandwidth but it does not 
consider the congestion acceleration phenomena 
obviously[9]. In this approach we will enhance one of the 
equivalent strategies that use the cost function, which is 
addressed in section 2.1. The enhancement is carried out 
as follows: 

First step: Finding the link with the highest free 
bandwidth by applying the equation (2) in order to choose 
it primarily but not finally. It must be checked again for 
rate congestion build up, which is carried out in the next 
step. The first step is a major check because it is useless to 
check the congestion rate of an overloaded link. 

Second step: Defining the dynamic congestion behavior 
of the considered link during the specified period the least 
congested links are to be examined for the acceleration of 
congestion build up during the studied period.   
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4. Numerical Results 

The performance of the proposed new cost function has 
been tested by simulation on a simple network. We will 
refer to traffic flow generated by the above data as an 
offered load 1; an offered “x” corresponds to the same 

data, except for the traffic intensities N
h

a

)(
,h=1, 2, 3 

which are multiplied by x. The behavior of the DLCP was 
tested extensively in [2] and some initial simulation 
results of the performance of the routing scheme are 
reported in [3]. In this paper we aim at evaluating the 
established enhancement of the DLCP algorithm as a 
result of applying the Differential Measurements (DM) of 
congestion level. Figure 1 shows the obtained 
improvement of DLCP in terms of output calls after 
applying the introduced algorithm.  Figure 2 shows the 
decrease in blocked calls as a result of applying the 
current method. 
Figure 3 is dedicated to show the established gain over the 
network in terms of residual capacity in terms of Kilocells 
after loading the network with the same number of input 
calls. 
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Fig. 1 The gain obtained of applying MD 
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Fig. 2 Reduction in blocked calls of DLCP algorithm after applying the 

introduced algorithm  in comparison with other algorithms 
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5. Conclusion 

The proposed algorithm was introduced. The results 
confirmed the significant improvement of the cost 
function after applying Differential Measurements (DM) 
of congestion level. Simulation results show a sensible 
enhancement of DLCP when applying the proposed 
method. 
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