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Summary 
Due to the intrinsic characteristics, P2P information retrieval has 
faced quite a few challenges, and it is one of the urgent problems 
how to sort and merge the retrieval results from multiple nodes. For 
this reason, we propose a novel algorithm for layered sorting and 
merging of P2P information retrieval. In the proposed approach, 
the query submitting node submits the query string to the nodes 
that more probably acquires retrieval results. These nodes accept 
query request, sort the retrieval results in the descending order of 
similarities with traditional sorting method and select top-k 
documents to send to the query requesting node, and then the 
query submitting node execute sorting and merging. The final 
experimental results suggest that our proposed approach is feasible, 
correct and valid. 
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1. Introduction 

With the development of P2P technology, great 
breakthrough has been achieved in the P2P information 
retrieval technology and many searching mechanisms have 
been brought forward. However, due to the intrinsic 
characteristics of P2P such as the dynamics, the 
decentralization of document storage and the node self-
organization characteristic etc., P2P information retrieval 
has faced quite a few challenges, of which, it is one of the 
urgent problems how to sort and merge the retrieval results 
from multiple nodes. 

There have been many sorting algorithms in the centralized 
information retrieval and traditional distributed information 
retrieval systems, but all these algorithms can not be directly 
applied in the P2P information retrieval, since the data of 
both centralized information retrieval and traditional 
distributed information retrieval are centralized stored in the 
specified database and it is easy to acquire the global 
information of the document, furthermore, specified query 
server is included, so it is easy to sort the retrieval results. 
However, the data are decentralized stored at each node in 
P2P information retrieval, the document information stored 
in the whole network can not be known through query of 

single node, and the query is executed by each node, it is a 
difficulty how to collectively sort the returned results from 
each query node. 

At present, some scholars have made researches on the 
relevant questions and achieved some progress. However, 
the current system only takes into account to return high-
quality results, even if the retrieval results have more 
relativity, it does not take into account the repetition 
problem of these results. But in P2P information retrieval, 
various methods are often adopted to copy the data of the 
node in order to improve the searching efficiency; 
furthermore, each node itself collects data same with the 
other nodes, so there probably are a large amount of 
repeating data at each node. If the submitted retrieval results 
include these repeating data, the retrieval quality will 
apparently be affected, because the users always expect to 
download more different documents from fewer and faster 
nodes. 

The method of layered sorting and weeding out repeating 
data is adopted in this paper to select high-quality and non-
repeating retrieval results as the returned results to improve 
the retrieval efficiency and quality. The basic steps of this 
method is shown as follows: Firstly TOP-K query results 
return from the query node, then the query submitting node 
sorts all query results according to the relativity and chooses 
the best one as the retrieval results included at the node with 
high coverage ratio and few response delay time. If the 
retrieval result includes repeating data, the same data in 
other nodes will be deleted to realize to submit high-quality 
and non-repeating retrieval results to the users. 

2. Related Work 

Many sorting methods have been brought forward in the 
traditional distributed information retrieval. Such as, CORI 
adopts the framework of decision theory [1-2] brings 
forward GIOSS method and adopts statistical model 
method [3]. In principle, these methods can be applied in 
P2P system, but the core concept and current mechanism of 
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P2P information retrieval system are apparently different 
from the traditional distributed information retrieval system 
mainly representing in different node number, different 
document and statistical information management method 
and different retrieval processing mode. And these methods 
have many fatal defects, for example, these methods are 
mainly based on statistical model and can not be expanded 
to large-scale, high-dynamics node system. Furthermore, 
these methods do not take the repeating data as a fatal 
problem. Therefore, the achievements obtained in the 
traditional distributed information retrieval field can not be 
directly applied to solve the problems faced by P2P 
networks.  

At present, some initial progresses have been achieved in 
the research on the sorting of P2P information retrieval 
system, for example, Planet P. [4] system adopts resource 
location based on Bloom filter and query result sorting 
mechanism. Each node adopts Bloom filter to induce the 
index of local file and distribute it in the network with 
gossiping algorithm. Each node queries the shared file 
according to the Bloom filter collected by it and these 
retrieved answers are permuted by the query submitting 
node. Psearch [5] is the structural P2 information retrieval 
system developed on the basis of Can [6], which has put 
forward a sorting strategy with determinacy. Through the 
mapping mechanism provided by Can, the index items 
including the specified key words are released to the 
specified node. When searching the document, the query is 
forwarded to theses nodes including key words, the latter 
returns the relevant index items to the query node, which 
computes and queries the similarity with the document and 
sorts the results [7]. A fully distributed sorting and merging 
strategy of the query results is brought forward based on the 
characteristics of P2P information retrieval system, every 
query node executes sorting processing through acquiring 
approximate global information [8]. A layered top-k query 
algorithm based on histogram is brought forward. Firstly, 
the distributed top-k query is realized by adopting layered 
method and the merging and sorting of the results are 
decentralized to all nodes in P2P network. The resources in 
the network are fully used. Secondly, the histogram is built 
for the node according to the returned results of the node 
and the possible upper limit of the fraction of the node is 
estimated with the histogram to select the node. The query 
efficiency is enhanced. The experiments have proved that 
top-k query increases the query effect and the histogram 
improves the query efficiency. However, the algorithm only 
adapts to the sort in pure P2P networks and does not adapt 
to super-node network and semantic overlay network. 
These methods adopt some effective sorting algorithms but 
none of them takes into account the repeatability problem of 
the retrieval.  

At present, the evaluation researches on the repetition rate 
and novelty ratio are only involved in a few works [9]. The 
centralized information filtering system has mentioned the 
redundancy check processing is mentioned in, but does not 
involve how to expand it to the high-distributed networks 
[10-11]. A statistical method of evaluating coverage ratio 
and repetition rate is brought forward, which extracts the 
characteristics of the data set with query classification and 
exploring technology. With very large amount of 
computation, this method does not adapt to P2P query 
routing setting, which requires the evaluation must be on-
line query and the response time is very short [12]. The 
evaluation method on the repeatability of P2P data set is 
brought forward. The bloom filter and simple decision 
model are adopted to execute query routing. However, since 
the bloom filter is adopted to represent the document 
information of the node, complicated processing will be 
need for the joining and leaving of node as well as adding 
and deletion of the document, which is not described in 
detail in the paper. Furthermore, the code length of the 
bloom filter is fixed, which does not adapt to the 
heterogeneous of the node [10]. A method of evaluating the 
coverage ratio and repeatability of the results with 
association rules mining technology is brought forward to 
sort the query results. The fatal shortcoming of this method 
is that the data set for association rules mining must be fixed 
in advance, i.e. it is difficult to realize to acquire the 
correlation set between the query words and document 
through pre-query in P2P networks. 

Also, several merging strategies have been proposed in 
order to obtain a single list of relevant documents [13]. 
However, a large decrease of precision is generated in the 
process (depending on the collection, between 20-40%).  

(1) Traditional merging strategies. 

1) Round-robin fashion. The documents are interleaved 
according to ranking obtained for each document by means 
of monolingual information retrieval processing. In this 
case, the hypothesis is the homogeneous distribution of 
relevant documents across the collections [14]. 

2) Raw score. This method produces a final list sorted by 
document score computed independently for each 
monolingual collection. This method works well both when 
each collection is searched by the same or a very similar 
search engine, and when query terms are distributed 
homogeneously over all the monolingual collections [15]. 

3) Raw score normalized. An attempt to make document 
scores comparable is by normalizing in some way the 
document score reached by each document [16]. 
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(2) Machine learning strategies. 

1) Logistic regression. This approach is a statistical 
methodology for predicting the probability of a binary 
outcome variable according to a set of independent 
explanatory variables [17-18]. 

2) Bayesian logistic regression. This approach is a special 
case of logistic regression. It is a very efficient method 
during fitting and at the time of prediction [19]. 

3) Support vector machine. It is a system for efficiently 
training linear learning machines in kernel-induced feature 
spaces, while respecting the insights of generalization 
theory and exploiting optimization theory [20]. 

The sorting steps in this work are basically similar to the 
abovementioned sorting mechanism. The query submitting 
node submits the query to the node which more probably 
acquires the query results according to the specified 
searching mechanism and the query node return the top-k 
query results and relevant auxiliary information to the query 
submitting node. What is different is that it ensures the high 
quality and novelty of retrieval results to select repeating 
data based on the principle of node priority. 

3. Traditional Sorting Approach 

3.1 Extraction of Text Characteristic 

The characteristic representation of text is to preprocess the 
text and extract the metadata representing its characteristic 
to save it in structural form as the intermediate 
representation form of the document. The Vector Space 
Model (VSM) [21] is one of representation methods of text 
characteristics applied more in recent years. In this model, 
the information resource (document) of node is represented 
with VSM, and each document d represents a normalized 
characteristic vector, 

1 1( ) ( , ( ); ; , ( ); ; , ( ))j j m mV d t w d t w d t w d= K K         (1) 

Where, jt is the characteristic word, ( )jw d is weight value 

of jt in d , which is generally defined as function of 

occurrence frequency ( )jtf d of jt in d , for example, 

( ) ( )( )j jw d tf d= Y                           (2) 
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Where, N is the number of all documents, jn is the number 

of document including characteristic word jt . Similar to the 

vector space model of document, the submitted query string 
is represented as: 

 1 1( ) ( , ( ); ; , ( ); ; , ( ))j j n nV q t w q t w q t w q= K K         (4) 

Where, jt is the characteristic word, ( )jw q is the weight 

value of jt in q . The concrete weight value can be set by the 

users themselves. 

3.2 Similarity Computation 

The similarity computation between query and document is 
completed through the cosine distance computation as 
shown in Formula (1):  
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The similarities between all documents and the submitted 
query strings are computed with Formula (1) and are sorted 
in descending order. 

4. Layered Sorting and Merging 

The basic steps of this method are shown as follows: The 
query submitting node submits the query string to the nodes 
that more probably acquires retrieval results. These nodes 
accept query request, sort the retrieval results in the 
descending order of similarities with traditional sorting 
method and select top-k documents to send to the query 
requesting node, and then the query submitting node 
execute sorting and merging. The query node sorting 
method is similar to [22] and is not discussed any more here. 
Following that, the sorting and merging mechanism of 
query submitting nodes will be mainly discussed. 

4.1 Query node sorting 

In order to facilitate query sorting and merging, the query 
submitting node needs to acquire the information of the 
node returning retrieval results. Node 

,1 ,2 ,( , , ; )i i i i hp d d d t= DK                            (6) 

Representing ip includes k retrieval results; the response 

delay time is tD , where ijd is the thj document in node ip , 

which is represented with characteristic vector as, 
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, 1 1 2 2( ) ( , ; ; , ; ; , )i j m mV d t freq t freq t freq= K K          (7) 

Where, mt is the characteristic word of ijd and mfreq is 

occurrence times of tm in ijd .  

The query submitting node receives the returned retrieval 
results from all query nodes and takes all returned retrieval 
results as a result set, which is recorded as D. The relativity 
of the document and query string is computed with Formula 
(5). In the formula, ( )itf d represents the occurrence 

frequency of characteristic word t in the whole retrieval 
result set D , N represents the total document number 

included in D , jn represents the number of document 

including characteristic word t. ( ), ijsim q d is computed for 

all documents and the documents are sorted in descending 
order. In order to reduce the amount of computation and 
improve the retrieval efficiency, we only select the 
documents with similarity exceeding some one set threshold 
value as the candidate set to be submitted to the users. 

4.2 Query node merging 

Many repeating data (redundant data) are probably included 
in D¢ , so the redundant data must be weeded out, otherwise 
the retrieval results submitted to the users will include some 
high-quality data but with many repetitions, which will 
affect the retrieval quality. For the redundant data, it needs 
to determine the retrieval results included in which node 
shall be selected and the other repeating results will be 
deleted, i.e. if there are multiple nodes including same one 
document, it is a difficulty to select the document in which 
node and make the users be able to acquire information 
easily and rapidly. The strategy we adopt is based on the 
principle of node priority. This strategy is to preferentially 
select the node including more number of relevant 
documents with high quality and few response delay time 
after comprehensive consideration of the quality of relevant 
document included in these nodes and response delay time.  

Definition 1 (coverage ratio of node): The quantity and 
quality of the documents related to query string included in 
the node. The computation formula is:  

,
1

,
1 1
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Where, m is the document quantity included in node ip , n  

is the node quantity includes the documents in D , 

,( , )i ksim q d is computed according to Formula (5). The 

larger the value is, it shows the coverage ratio of the node is 
higher.  

Definition 2 (repeating document): If the characteristic 
vectors of document id and jd are same, which is recorded 

as ( ) ( )i jV d V d= , id and jd are called as repeating documents. 

The coverage ratios of all nodes in D are computed and are 
sorted in descending order. The documents respectively 
included in all nodes still are sorted in the descending order 
of similarity. Thus, sorting is made firstly in the descending 
order of the coverage ratios of nodes in D , and then is made 
in the descending order of similarity in each node. The 
merging steps are: Firstly, all documents in the node with 
highest coverage ratio are extracted as submitted result set, 
which is recorded as D¢ , and then next node is extract in 
turn to determine whether the document in the node is the 
repeating data. If yes, the determination shall be made 
whether the repeating data of this document has been in D¢ , 
if it is not included, this document will be added to D¢ , 
otherwise, it will not be added. The purpose of weeding out 
redundant data is realized with this method.  

4.3 Algorithm for sorting and merging 

The variety of computational environment is an important 
challenge to the sorting and merging of P2P information 
retrieval. There are three solutions for solving this problem. 
(1) The system provides one or many metadata for all the 
nodes. Obviously, this mode is not fit to the P2P 
environment because of the huge load between server and 
each node. (2) The interrelated metadata is maintained by 
each node. Because the huge spending of the access space 
and coherence of metadata maintained, this solution is not 
satisfied too. The third solution is to design a completely 
distributed strategy. That is, each node can only obtain the 
system global value of relative metadata for the local files. 
There are three advantages for this approach. (1) Each node 
only needs to access a few loading. (2) The global value of 
relative metadata is maintained in the local computer, the 
sorting computation of each query can be executed in the 
local computer, and it can largely improve the response 
speed. (3) This strategy can guarantee the global 
consistency and timely updating of metadata. Taking one 
with another, the third solution is appropriate to the sorting 
and merging of P2P information retrieval. 

Suppose each node p has an exclusive identifier PID ; ik  

denotes a local index item of one node, and p
in denotes the 

number of documents, which includes the key word ik in the 

node p ; pN denotes the total number of local documents. 
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Define a mapping R , which mapped the index item ik to 

the corresponding node X , and X denotes the target node 
of key word ik . We use Target to denote the resultant 

node X . Uploaders denotes an upload node. Each node p  

can map every index item ik to its target node with following 

form 

( ) , , ,p p
iPID p n N TimeStamp . 

Based on the approximate global value, when obtain a 
query command, each node can computer the similar index 
of query file and local file. 

Algorithm 1: Algorithm for Computing the Approximate 
global value in and N  for each index item ik  

 

Algorithm 2: Algorithm for sorting and merging 

Input: { }1 2, , , nD D D D= × × × is the returned results set from all 

nodes, nD is the returned result set from the nth node and n  

is the node quantity returning the result set.  

Output: D¢ is the result set submitted to the users. 

Please notes:  
(1) ( )Sortdoc D is to sort the computed values of 

D according to Formula (5) in reverse order; 
(2) ( )mindelete doc D is to delete the document with 

document relativity of less than one set threshold 
value e in D ; 

(3) ( )_ cov ,icompute erage D D is to separately compute the 

coverage ratio of each node including the document in D  
according to the computation formula of coverage ratio of 
node; 
(4) ( )sortpeer P is to sort the nodes in reverse order 

according to iW value; 

(5) ( )sortinvert D is to re-sort the documents in D , firstly the 

sorting is made in reverse order of the nodes, then the 
documents in the node are sorted in descending order; 

(6) ( )ijredundancy d  is to determine whether ijd has repeating 

data according to definition of repeating document, if yes, it 
will return true, otherwise, it will return false; 

(7) ( )ijisExist d is to determine whether there is repeating 

data of dij included in D . 

 

5. Experiment 

5.1 Experimental Surroundings 

The purpose of this experiment is to measure the quality of 
retrieval results based on layered sorting and merging and 
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analyze the influence of threshold value q against the 

network load and searching efficiency. In the experiment, 
network topology generation module adopts GT-ITM [9] 
software package of American University of Georgia, the 
reason is that GT-ITM can generate similar mixed 
networking mode of multiple LANs (local area network) 
and MANs (metropolitan area network) existing in the 
actual network as the famous network topology generation 
system with open source code. The experiment is 
completed on a PC computer with configuration of CPU 
P3.0 GHz, memory of 1GB and operating system of 
Windows XP. The document set used for the experiment 
adopts the testing document set CACM used in SMART 
[10] system, which includes about 30,000 computer 
document summaries and about 200 queries. The document 
set and query are distributed stochastically at each node in 
the network. 10,000 nodes are generated in the experiment 
and each node joins in the network and submits query 
stochastically. 

5.2 Performance Indexes 

In this paper, three performance indexes are defined to 
evaluate our proposed approach. These three performance 
indexes are listed as follows. 

(1) Recall, its computational formula is, 

ReRe trieved

CurrentAvailable

Answer

call
Answer

=
å

å
                        (9) 

Where, 
Re trieved

Answerå denotes the amount of resultant 

answer obtained by the algorithm, and 
CurrentAvailable

Answerå  

denotes all the available answer in the current system. 

(2) Precision, its computational formula is, 

Re

Pr
Qualified

trived

Answer

ecision
Answer

=

å

å
                      (10) 

Where,
Re trieved

Answerå  denotes the amount of resultant 

answer obtained by the algorithm, 

and
Qualified

Answerå denotes the number of correct results 

among the resultant results. 

(3) Correctness, its computational formula is, 

{ } { }

{ }

1 2
_

, , , M GlobalAnswers
Quieried peer

GlobalAnswers

Correctness
U a a a TopK

TopK

=
×× × I         (11) 

Where, suppose it will obtain M best answers after each 

query, and its set is{ }1 2, , , Ma a a× × × ; then the answer set of all 

queries is { }1 2
_

, , , M
Quieried peer

U a a a×× × ; also, support all the 

sharing documents is maintained by a node, then to each 
same query, the set of best answers obtained by this node 

is{ }GlobalAnswers , its best K answer is{ }GlobalAnswersTopK . 

5.3 Experimental Results 

We executed 50 queries randomly in an experiment. The 
average query results of these 50 queries will be taken as 
the final results of one experiment. In order to avoid the 
randomness of experiments, we repeat each experiment for 
20 times. The experimental results are listed as Table 1. 

Table 1. The Final Experimental Results 

Runs Recall Precision Correctness 
1 94.05 73.04 85.15 
2 80.39 78.35 70.75 
3 87.53 86.64 82.39 
4 85.23 72.18 77.08 
5 92.93 74.50 85.04 
6 90.48 75.65 79.25 
7 84.67 75.58 82.89 
8 76.35 82.87 77.95 
9 91.61 76.90 75.76 

10 84.45 75.58 73.74 
11 87.69 72.27 73.80 
12 91.05 85.44 82.41 
13 93.51 80.01 75.73 
14 90.03 88.77 79.93 
15 79.35 80.39 73.06 
16 83.71 79.54 82.68 
17 93.77 87.23 77.06 
18 93.42 81.45 85.54 
19 83.80 75.65 85.42 
20 92.98 84.10 80.85 

Average 87.85 79.31 79.32 
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Fig. 1. The final experimental results 

 
The final experimental results of Table 1 can be displayed 
as Fig. 1. From this figure, we can see that the experimental 
results of recall, precision and correctness are all satisfied. 
The experimental results suggest that our proposed 
approach is feasible, correct and valid. 

6. Conclusions 

The contribution of this paper can be summarized as 
follows. It proposed a novel algorithm for layered sorting 
and merging of P2P information retrieval. The final 
experimental results suggest that our proposed approach is 
feasible, correct and valid. 
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