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Summary 
The paper focuses on a low-dimensional color-based indexing 
technique for achieving efficient and effective retrieval 
performance. We have implemented the technique of retrieval of 
images from databases based on color feature extracted from 
each region/regions of an image represented by dominant or 
representative color descriptor. Each image is segmented using 
Mean Shift algorithm, a robust clustering technique to extract 
color feature of a region of interest. Image databases have been 
designed and the image region features are ingested into them. 
Indexing data structures are designed to support basic operations 
on image databases such as search, insertion, and deletion. 
Search efficiency is considered as the most important aspect 
because search is normally carried out on-line. The new 
algorithm cluster-based R*-tree indexing is proposed and 
compared the efficiency with R* -tree and sequential search. The 
accuracy of the retrieval system is measured and compared the 
results. Experimental results show the high performance of the 
proposed method. The toolbox is developed in JAVA to 
incorporate all these modules and retrieve images based on 
query-by-example.  

Key words: 
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1. Introduction 
 
With the advances in multimedia technologies and the 
increasing emphasis on multimedia applications, the 
production of image and video information has resulted in 
large volumes of images and video clips. This trend is 
likely to continue, and to cope effectively with the 
explosion of multimedia information, image-based 
systems have been proposed to properly organize and 
manage this information for rapid retrievals [1]. Among 
low-level visual features color is one of the most dominant 
and distinguishing visual feature used for content-based 
image retrieval (CBIR). The representative color 
descriptor is compact and captures the representative color 
or colors in a given region.   

1.1 Previous Work 

Current CBIR systems such as IBM's QBIC, allow 
automatic retrieval based on simple characteristics and 
distribution of color, shape and texture. But they do not 
consider structural and spatial relationships and fail to 
capture meaningful contents of the image in general. Also 
the object identification is semi-automatic. The Chabot 
project integrates a relational database with retrieval by 
color analysis. Textual meta-data along with color 
histograms form the main features used. VisualSEEK 
allows query by color and spatial layout of color regions. 
Text based tools for annotating images and searching is 
provided. A new image representation which uses the 
concept of localized coherent regions in color and texture 
space is presented [15], [16].  Recently, additional systems 
have been developed at IBM T.J. Watson [2], VIRAGE [3], 
NEC C&C Research Labs [4], Bell Laboratory [5], 
Interpix (Yahoo), Excalibur, and Scour.net. In academia, 
MIT Photobook [6], [7] is one of the earliest. Berkeley 
Blobworld [8], CMU Informedia [9], University of Illinois 
MARS [10], University of California at Santa Barbara 
NeTra [11], the system developed by University of 
California at San Diego [12], Stanford WBIIS [13], and 
Stanford SIMPLIcity [14], [15] are some of the recent 
systems. Some of the popular methods to characterize 
color information in images are color histograms, color 
moments and color correlograms. Though all these 
methods provide good characterization of color, they have 
the problem of high-dimensionality. This leads to more 
computational time, inefficient indexing and performance. 
To overcome these problems, use of SVD, dominant color 
regions approach, and color clustering have been proposed. 
In this paper, we focus on region-based retrieval of images 
obtained through segmentation by clustering. 

1.2 Region-based retrieval 

Region-based approach has recently become a popular 
research trend. Region-based retrieval systems attempt to 
overcome the deficiencies of color histogram and color 
layout search by representing images at the object-level. A 
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region-based retrieval system applies image segmentation 
to decompose an image into regions, which correspond to 
objects if the decomposition is ideal. The object-level 
representation is intended to be close to the perception of 
the human visual system. Many retrieval systems match 
images based on individual regions. Such systems include 
for e.g., the Netra system and the Blobworld system. To 
query an image, a user is provided with the segmented 
regions of the image, and is required to select the regions 
to be matched e.g., color, of the regions to be used for 
evaluating similarity. Blobworld is a CBIR system that 
fragments an image into regions (blobs), homogeneous 
with respect to color and texture, by using an Expectation-
Maximization clustering algorithm. The Blobworld index-
based query resolution algorithm uses an R-tree like 
structure to index color descriptors of blobs. This uses 
nearest neighbors query on the index. Netra system used 
the edge-flow algorithm for image segmentation and 
colors in a region are indexed using hexagonal lattice 
structure. Most of the existing work focused on the 
effectiveness of retrieval mechanisms (i.e., precision and 
recall). While there is some work done to address the 
efficiency issue (i.e., speedy retrieval), most of these are 
compared against the brute force approach of scanning the 
entire feature representation. Our proposed method uses 
Mean shift robust clustering algorithm for segmentation of 
images and interested region/regions are indexed using 
cluster-based R*-tree. This is compared with R*-tree and 
sequential scan. This algorithm is described in section 5 
and uses range query. The retrieval accuracy is compared 
with [18], [19].  The remainder of the paper is organized 
as follows. In Section 2, the proposed architecture is given. 
Section 3 explains feature extraction process. Section 4 
discusses the database design. In section 6, experimental 
results are provided and discussed. Section 7 concludes the 
paper and future extension of the present work.  

2. Architecture 

Fig. 1 shows architecture of our proposed Region-based 
image retrieval system. Two main functionalities are 
supported: Data insertion and Query processing. The data 
insertion subsystem is responsible for extracting 
appropriate features from images and storing them into the 
image database. This process is performed off-line. The 
query processing, intern, is organized as follows: the 
interface allows a user to specify a query by means of a 
query pattern and to visualize the retrieved similar images. 
The query-processing module extracts a feature vector 
from a query pattern and applies a metric as the Euclidean 
distance to evaluate the similarity between the query 
image and the database images. Next, it ranks the database 
images in a decreasing order of similarity to the query 
image and forwards the most similar images to the 
interface module. The database images are indexed 

according to their feature vectors to speed up retrieval and 
similarity computation. Both the data insertion and the 
query processing functionalities use the feature vector 
extraction module.  
 

 

Fig.1 Architecture of a proposed system 

3. Feature Extraction  

3.1 Clustering Algorithm 

The steps of the algorithm are as follows [17]: 
 
1. Tessellate the space with nk <<  spheres (windows). 

     A set of k  points k1 xx ......  called the sample set is 

randomly selected from the set of n  data points to reduce 
the computational load. The points in the sample set are 
imposed with two constraints. The distance between any 
two neighbor points should not be smaller than the radius 
of the sphere, and they should not lie in sparsely populated 
regions. The later constraint is required to avoid low-
density clusters. The number of points inside the sphere is 

less than threshold 1dT  and then it is a sparsely populated 

region. The constraints, distance and density automatically 

determine the size k  of the sample set. The spheres 
centered on the sample set points cover most of the data 
points. 
 
2. Apply the mean shift procedure to the sample set points 
in parallel. 
     The k cluster center candidates in the sample set are 
defined by the points of convergence of the k mean shift 
procedures. The computational complexity decreases 
which is now )nk(O ´ , and the computation of the mean 

shift vectors is based on the entire data set. Therefore, with 
sampling, the quality of the density gradient estimate is not 
reduced. 
 
3. Reapply the mean shift procedure on perturbed cluster 
center candidates. 
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     Since a local plateau can prematurely stop the iterations, 
each cluster center candidate is perturbed by a random 
vector of small norm and the mean shift procedure is 
allowed to converge again. 
 

4. Derive the cluster centers p1 yy ......  from the cluster 

center candidates. 
    A cluster center is defined as any subset of cluster 
center candidates, which are sufficiently close to each 
other. The cluster center is the mean of the cluster 
candidates in the subset. Note that kp £ . 

 
5. Validate the cluster centers. 
    The presence of the valley is tested for each 

pair )y,y( ji  because a significant valley should occur in 

the underlying density between any two cluster centers iy  

and jy . The sphere is moved with step equal to radius 

along the line defined by )y,y( ji  and the weighted 

number the data points lying in the sphere is counted at 
each position, i.e., the density is estimated with 

Epanechnikov kernel EK  along the line. Whenever the 

ratio between min )]x(f̂ ),x(f̂[ ji  and the minimum density 

along the line is larger than a threshold 2dT , a valley is 

assumed between iy  and jy . If no valley was found 

between iy  and jy , the cluster center of lower density ( iy  

or jy ) is removed from the set of cluster centers. 

 
6. Clusters delineation. 
    Here each sample point is associated with a cluster 
center. To allocate the data points a k - nearest neighbor 
technique is employed, i.e., each data point belongs to the 
cluster defined by the majority of its k - nearest sample 
points. 

3.2 Color Image Segmentation  

The local color feature extraction starts with color image 
segmentation. The feature extraction subsystem, which 
uses mean shift segmentation algorithm [17] to segment an 
image based on color. After segmentation, color feature of 
the interested region/regions could be extracted. This 
segmentation algorithm is based on the feature space 
analysis. In this paradigm the pixels are mapped into 

*** vuL  color space and clustered, with each cluster 
delineating a homogeneous region in the image. For color 
image segmentation, the mean shift is employed in the 
spatial and range domain. Only two parameters, the 
resolution in the spatial and range domain will control the 

segmentation quality. Fig. 2 shows the flow of the 
procedure. 
 
Here, an image is represented as a 2-dimensional lattice of 
q dimensional vectors (pixels), where q  is 1 for gray 

level images, and 3 for color images. The gray level, or 
color information is represented in the range domain while 
the space of the lattice is known as the spatial domain. 

After a proper normalization, with sh  and rh  are the 

global parameters in the spatial and range domains, the 
location and range vectors can be concatenated to obtain a 
spatial range domain of dimension 2qd += . Each data 

point becomes associated to a point of convergence which 
represents the local mode of the density in the d -
dimensional space. Both spatial and range information is 
taken into account simultaneously by the process. Example 
is given in Fig. 3. 

 

 
 

Fig. 2 Flow of cluster-based image segmentation 
 
A simple mode detection procedure can be derived by 
recursive application of the mean shift property. The 
modes are the local maxima of the density, i.e. 0)x(f =Ñ . 

They can be found by moving at each iteration the window 
by the mean shift vector, until the magnitude of the shifts 
becomes less than a threshold. The procedure is 
guaranteed to converge. 
 

        
                              (a)                                                 (b) 
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                              (c)                                                   (d) 
 
Fig. 3 Natural images segmented using Mean shift algorithm. (a) (c) 

Original. (b)(d) Segmented images. 
 

4. Database Design and Implementation    

Image retrieval problem is concerned with retrieving 
images that are relevant to user’s requests from a large 
collection of images referred to as image database. Image 
database design is the process of producing a detailed 
Image Data Model (IDM) of a database. This IDM 
contains the required logical & physical design choices 
and physical storage parameters needed to generate a 
design in a Data Definition Language, which can then be 
used to create a database. A fully attributed IDM contains 
detailed attributes for each entity. We have designed three 
databases with population is as shown in table 1. 
 

Table 1. Population in the Databases 

 
 
Each representative color descriptor F is defined to be F= 
{ci}, i=1,., 3, where ci  is 3-D color vector of a region. 
Each object or region in the database is represented using 
color descriptor. Given a query image, similarity retrieval 
involves searching the database for similar color as the 
input query. Searching for the individual colors can be 
done very efficiently in a 3-D color space. We consider 
only fixed range queries in which the range value limits 
the search range.  

The User Interface is designed to provide the options of 
Insertion, Deletion and Retrieval of the Images from the 
image database as in figure 11 (d). Fig. 4 shows images in 
database. Figure 5 and 6 shows sample images inserted in 
to database. 
 

5. Indexing  

A unique image ID is assigned for each image in the 
database. A Unique image region ID identifies each region 
in the database. The entries in each index node are sorted 
by region ID. The proposed indexing scheme allows the 
database to be dynamic, allowing straightforward insertion 
and deletions of database entries thus avoiding the 
reconstruction of the entire index structure of the database. 
 

 
Fig. 4 Sample view of natural image database 

 
 

 
 

Fig. 5 Sample view of images in the Natural image database 

 

 
 

Fig. 6 Sample view of images in the Ground Truth image database 
 

To speed-up the evaluation of range queries we describe 
cluster-based R*-tree indexing method. This is carried out 
by reducing the number of candidate images, the images to 
be indexed on which the optimal region-matching problem 
has to be solved. From each category of images which are 
stored in the database, n -clusters are constructed for 
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grouping the features, where n  is the number of region 
features chosen for query. The features in the database are 
mapped to a corresponding cluster based on Euclidean 
similarity measure. Each representative color of a cluster 
is indexed using R*-tree [20] rather than indexing all the 
regions thus reducing the time. We access only the images 
selected for retrieval as candidates. 

The procedure is as follows: 
1.  Given n  the number of query regions, for each query    

      region ,q j find the regions belonging to cluster ,c j       

      where   n,..,1j = . 

2.  For each region ir  in the image database  

     a. Find the feature vector ,fi  for region ir . 

     b. For each query region ,q j in the query set  

         i. Find query feature vector jf , for jq . 

         ii. Find the Euclidean distance between if  and     

            jf  using: ( )2
m

1k
kjkiij ffd å

=

-= , 

            where m  is the  dimension of the feature                 
            vector. This score is zero if the regions     
            features are identical, it increases as the    
            match becomes less perfect. 

        iii. Measure the similarity between if  and      

            jf using tm -= ijij d , where t is the 

             search range limit set by  user. 

        iv. If 0ij £m , then if  belongs to cluster jc  and      

             go to step 2. 
 

After the completion of the above procedure, we index 

only representatives of ,c j  where n,...,1j=  using R*-tree. 

Once the user selects the query, we apply range search on 
the tree and the selected regions belonging to image are 
retrieved as resultant set.  Members of resultant set is 
ranked according to overall score and return the best 
matches in decreasing order of similarity along with their 
relative information.  

In case of R*-tree, all the regions in the database are being 
indexed. When we pose a query-by-example, based on the 
range, selected images are displayed as a resultant set 
according to ranking of similarity in descending order. 

In sequential search, all the regions stored in the database 
are compared for similarity and intern retrieved for display 
making it inefficient.  

All three methods yield good performance when the 
accuracy of resultant set is considered as depicted in table 
3, table 4, and table 5. 
 

6. Experimental Results  
 
The representative color descriptor is tested on a database 
of 200 color flag images and a database of 3185 natural 
images belonging to 17 various categories. After 
segmentation 440 regions from flag images and 5059 
regions from natural images are obtained. Among them, 13 
and 143 image regions containing a variety of colors and 
color combinations are chosen from flag and natural image 
database respectively as queries.  Table 1 summarizes the 
population. Additional testing has been carried out by 
experimenting with a sizeable database with an established 
ground truth available http://www.cs.washington. 
edu/research/imagedatabase/groundtruth/  to check the 
suitability of our approach. Here 1085 images belonging to 
20 various categories are stored in the database. Among 
them 67 images are chosen as queries.  
 
To determine relevant matches in the database to the query 
image region a subjective test is carried before evaluation. 
The time complexity associated with proposed method 
(cluster-Index) and other methods (R*-tree and Sequential 
search) are shown in Fig 7(a), 7(b) and 7(c) and listed the 
average values in the table 2. As we can observe from the 
graph that efficiency of the proposed method is high. 

The retrieval accuracy is measured by precision and recall, 
M/c)k(callReandk/c)k(ecisionPr kk == , where k the 

number of retrievals is, kc  is the number of relevant 

matches among all the k  retrievals, and M is the total 
number of relevant matches in the database obtained 
through the subjective testing. The precision and recall 
values for different queries are listed in table 3, 4, and 5 
for flag image, natural image, and Ground Truth image 
databases respectively.   

The average precision and recall graphs for image queries 
are plotted in Fig. 8, Fig. 9 and Fig.10 for all three 
methods.  In general, a more effective system shows a 
higher precision for all values of recall. That can be 
observed from plotted graphs. It can be seen from the table 
3, 4, and 5 and Figures 8 to 10 that the proposed method 
achieves better results in terms of the retrieval accuracy. 
Fig. 11 shows the snapshots of region-based image 
retrieval and data insertion and display operations from the 
database. The retrievals in the examples show good match 
of the query images. 

The results obtained are compared with [18]. Here Figure 
18 shows an example output for fruits, flowers and 
vegetables database (140 images) and for flag database 
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(200 images) (totally about 900 images) using only color 
feature. The average values of precision and recall are 
0.708851 and 0.282746 and 0.759438 and 0.31985 for 
flowers and flag databases respectively as given in table 2 
and table 3 in [18]. These values are compared with 
average (average values of all queries in the database) 
values of precision and recall of our method as given in 
table 6. It is observed from the table values that the 
proposed method achieves better retrieval accuracy.  

 
Similarly, the results are also compared with [19] listed in 
table III, where color feature is used to retrieve natural 
images collected from COREL database. The values of 
precision and recall can be compared both with Natural 
image database and Ground Truth image database values 
because both contain natural images. The average values 
of precision and recall are 0.647 and 0.474. These values 
can be compared with the values of the proposed method 
given in the table 6.  It is observed that the proposed 
method over scores results of [19]. 
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(c) 

 
Fig. 7 Time in seconds versus number of retrievals (a) Flag image  

database (b) Natural image database (c) Ground Truth image 
database. 

 
Table 2 Average time (in seconds) for all queries in the database 

 
 
 
 

Table 6 Comparison of Experimental Results 
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(a) Recall versus Precision for each query (Cluster Index) 
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(b) Recall versus Precision for each query (R*-Tree) 
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(c) Recall versus Precision for each query (Sequential  search) 

Fig. 8 Flag image Database  
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(a) Average Recall versus Average Precision for each category 

(cluster Index)  
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(b) Average Recall versus Average Precision for each category 

 (R*-Tree)  
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(c) Average Recall versus Average Precision for each category 

 (Sequential  search)  

Fig. 9 Natural image Database 
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(a) Average Recall versus Average Precision for each category 
(cluster Index)  
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(b) Average Recall versus Average Precision for each category  
(R*-Tree)  
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(c) Avg.  Recall versus Avg.  Precision for each category 
(Sequential  search) 

Fig. 10 Ground Truth image Database 

 

 
(a) 

 

 
(b) 

 

 
(c) 
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(d) 

 
Fig.11 Example region-based image search using the representative 
color descriptor. (a) The query is the Sky Blue of Barbados Flag. (b) 
The query is the red flower of flowers category. (c) Mountain with 
snow cap of Swiss mountains category. (d) Database insertion and 

retrieve operations. 
 

7. Conclusions 
 
A novel Cluster-based R*-Tree indexing method for 
efficient retrieval of the image is discussed. The technique 
is tested on a natural image database, flag image database 
and ground truth database as applications. The mean shift 
algorithm is used for segmentation to obtain regions of 
interest to improve the effectiveness of the retrieval system. 
The region color features as a result of segmentation are 
ingested into the database. Experimental results depict the 
proposed method gives better performance over the R*-
Tree and sequential search methods in terms of efficiency. 
Accuracy of retrieval is compared and shown to be high. A 
query-by-example based   toolbox called IMAGE is 
implemented for database manipulation and retrieval in 
JAVA. As further extension of the proposed work, the 
system should be tested on a more populated database.  
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Table 3. Precision and Recall values for Flag Database Image queries 

 
 

Table 4. Precision and Recall values for Natural Database Image queries 
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Table 5. Precision and Recall values for Ground Truth Database Image queries 
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