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Abstract: 
A B-spline kernel combined with RBF is developed, a 
mixed kernel is obtained. By analyzing the structure of the 
logging signal characteristics, the method is used to 
automatically identify the water-flooded status of oil-
saturated stratum. The experimental results show that the 
mixed kernel has high recognition accuracy with the 
advantages of the short running time. 
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1. Introduction 

Water-flooded layer identification of oil-saturated 
stratum is a difficult task during the middle-late 
period of the development[1]. To solve such problems, 
in addition to developing logging evaluation methods 
for water-drive reservoir, it's also meaningful to find 
new methods of water-flooded layer identification. 
Water-flooded layer identification is mostly based on 
log-curves which reflect physical and chemical properties of 
the stratum[2]. Each of the wells has information of 
logging curves. It is a difficult problem of geological 
analysis in oil field how to carry out automatically 
identifying by using the information. 
During the oil field geological analysis, we can gain a 
group of oil-saturated stratum information, and the 
information of each oil field is a group of log-curve 
signals. Log-curve is a group of signals gained by 
measuring underground features (such as: 
underground resistivity). That is a group of curves of 
functions. The injected water will lead to changes of 
formation from water salinity(electricity of water-
flooded, natural radioactivity) in the reservoir when 
the oilfield is water-flooded. At this point, the higher 
level of the water is, the lower resistivity will be. The 
amplitude and its decrease of Microelectrode at the 
level of water-flooded become comparatively smaller, 
and the value natural gamma in logging curve 
becomes higher. Those features are evidences which 
evaluate the water-flooded trustily[3]. Our task is 

using these signal functions to gain the properties of 
the underground oil field.  
In Ref.[4], a learning algorithm of process neural 
networks was proposed on the basis of the expanded 
function orthogonal, which solves the problem of 
continuous time function feature. And it leads to the 
learning process formula of neural networks by 
means of the expanded orthogonal function. It has 
been successfully applied to the mechanical 
breakdown diagnosis and the oil exploitation 
simulation. 
The transitional classification is based on the 
classification of vector set[5][6]. When SVM is used, 
the kernel plays a direct role. With dynamic 
programming technology, the kernel of inner 
products between string images that is used to 
calculate the special high-dimensional space has been 
developed. The method of kernel is used to classify 
structure of the object, the category can be (not very) 
general but a very efficient way to achieve kernel 
string. 
On the basis of identifying signals of logging curves, 
this paper is mainly to interpret a group of logging 
signals, that have been turned into multiple feature 
vectors. Based on the idea of data structure, by 
analysing logging signal structure, it is proposed the 
mixed kernel that is based on B-spline kernel. 
In Ref.[1], a B-spline-Based SVM Model was proposed, 
and applied to identification of water-flooded layer and 
enhanced the generalization ability of the model. But in 
practical application, the signal data of water-flooded must 
be transformed first and then identified in the model 
referred In Ref.[1]and[4], as a result, running efficiency will 
be influenced. The experimental results show that the mixed 
kernel has high recognition accuracy with the advantages of 
the short running time compared with other classification 
methods. 

2. Kernel 

Early kernel theory was that it used Mercer theorem to 
explain the kernel into the plot of Hilbert space. In 1964, 
Aizerman, Braceman, Rozonener[7] and others introduced 
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this idea in the field of machine learning, but it wasn’t used 
until Boser, Guyon and Vapnik put it in the application in a 
literature of SVM. Kernel can be used in all kinds of real-
world input spaces, and people are constantly trying to use 
kernel for different purposes. As for the kernel for tree [8], 
the text[9] and so on. 

2.1 Kernel 

In pattern recognition, a classifier is designed according to 
the features extracted from training samples. Feature 
extraction is equivalent to the use of appropriate 
transformation, that is, mapping samples from the input 
space into the feature space                                           ， 

T
L xxxxx )](),...,(),([)( 21 fffff == ， the mapping 

Fl ®|R:f could be linear or nonlinear. The set of 

training samples is  
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in the feature space. The dimension of feature space-
L couldn’t be too large, or it would lead to disaster of 
dimensions; and when the dimension is too large, the 

time spent in calculating )(xf  and the space storing 

fx will increase. 
By introducing kernel function, the problem can be 
simplified. Kernel function substitutes inner product in the 
original space, which is equivalent to that through a 
mapping, where data is mapped to a high dimensional 
feature space defined by one kernel function. Selecting a 
kernel function is defining a high-dimensional feature space. 
However, in practical application, if a kernel function is 
chosen at will for a particular classification, poor 
performance of the kernel function model may be caused 
and correct classification[10] may not be carried out. 

2.2 B-spline kernel 

B-spline kernel is frequently used, and there is limited 
nodes used in this paper[11]. 
N-p-(p non-negative integer) B-spline kernel function that 

has limited nodes is defined on nn RR ´ , which is obtained 

from one-dimensional p-spline function expansion. 
Assuming the set of nodes in the given one-dimensional 
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 N-dimensional spline kernel function is defined by one-
dimensional spline kernel K1. Assuming the set of nodes in 
the given n-dimensional space 
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3-band B-spline kernel function that has limited nodes is 
used in the experiment, and the dimension of spline kernel 
is determined according to the experimental data.  

2.3 Mixed kernel 

The choice of the kernel and parameters has greater impact 
on the classification results. Smits, and others[11]proposed 
the mixed kernel. The kernel combines with a number of 
different kernel functions and has better characteristics, 
which is the basic principles of mixed kernel  

Assuming that 21, KK are kernel functions based on 

XX ´ , ,nRX Í +Î Ra , )(×f  is a real  function 

based on X , 
NRX ®:f , 3K is a kernel function based 

in 
NN RR ´ , then the following function could be 

obtained: 
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is kernel. It is proved that the mixed kernel satisfied the 
Mercer theorem thoroughly. 

2.4 Construction of mixed kernel based on the B-
spline 

In the experiment of this paper，it is found that the effect of 
classification of a single kernel is poor. Generally, it will be 
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better if we use the mixed-kernel[13]. The mixed-kernel 
based on B-spline and RBF constructed through the 
construction principle of mixed-kernel has achieved good 
results. 
The expression of the mixed kernel used in this paper is: 
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parameter to regulate the impact of two former kernel on 

the mixed kernel. Whenl =0, mixed kernel degenerates to 

Radial Basis kernel function; whenl equals to1, the mixed 

kernel function becomes B-spline function. l is regulated 

to make mixed kernel function adopt to different data 
distribution, which is equivalent to the integration of prior 
knowledge of specific issues when making choice of kernel 
function.                     
Based on the hybrid Kernel Support Vector Machine, the 
decision-making function is 

å=
sv

ii Kyaxf (sgn()( x,xi )) b+  

Where ix is the support vector; x is the signal input vector; 

iy is the output vector corresponding to supporting vector; 

)',( xxK is the kernel; b is a constant; ii yW = , iW is the 

right value; SV is the support vector. 
In practical application, the sample needs for B-spline 
transform, so that it can be put into the learning-Machinery. 
B-spline kernel based on the Hilbert space which emerged 
after the B-spline function transform. Therefore, it was not 
needed to do the B-spline transform for the sample in the 
application of the B-spline kernel and the mixed kernel.  

3. Analysis of the Experimental Results 

3.1 Selection of log signal and training sample 

During oil field geological analysis, the method of 
making cored well is used to know about water-
flooded layer condition, geological analysis according to the 
character of subterranean rock-core from cored well. But it 
is very expensive to drill a cored well, so the cored well data 
are limited. Our task is to reflect geometrical peculiarity of 
actual curve by the received data from limited log-curve 

information, and then derive the correct rules and make use 
of it for the future analysis of geology. 
From the limited data of oil-saturated stratum, 110 
samples for training are chosen, Thereinto, the degree of 
water-flooding is divided into, and non(0)15, weak(1)40, 
middle(2)15, strong(3)40water-flooded layer, the number 
in bracket is the value of output. The remaining samples are 
used for testing. 
Five representative parameters are chosen (thick, deep-
lateral resistivity, spontaneousness potentio, interval transit 
time, puny potentio, lithology of stratum) as input by expert 
experience and test analysis. All features are log signals 
except the lithology of stratum. The lithology of stratum is 
divided into mudstone (0), microclastic rock (1), siltstone 
(2), politic siltstone (3), silty mudstone (4) and pedocal(5), 
the number in bracket is the value of the output. The five 
parameters, in addition to lithology is a value, other features 
are time function.  

3.2 Selection of the number of B-spline nodes in 
kernel 

First, it is decided the number of B-spline nodes (the 
variable m in formula 1). The result showed in Fig.1 
indicates a balanceable accuracy can be gained when the 
number of B-spline nodes increases to a certain number. 
The number of spline nodes is 40 in the experiment. 
 

 

 

3.3 Analysis of the result 

Training the samples by SVM training machine which has 
studied well, the accuracy is 90.5%, and the accuracy is 
78.1% when training the measuring data. It is a good 
result in Water-flooded layer identification when used 
mixed kernel in Table 2. 
Among them, the time is the all which is from input 
to output, but B-spline SVM entire system running 

Figuer1 Rule of B-spline tansform node number 
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time includes the uptime for B-spline transform and 
the uptime for the support vector machine. The time 
for the B-spline transform is slower by nearly an 
order of magnitude than the inner Plot computing of 
the kernel. 
Under the same condition, the mixed kernel system has the 
shortest running time compared with different sample 
identification algorithms, such as neural networks, B-SVM, 
wavelet-SVM and so on. The result is showed in Table 3. 
Under the condition of the same sample, we identify the 
sample by using RBF and B-spline kernel respectively. 
Table 4 compares the identification time and the accuracy of 
measuring data and we can find that the mixed kernel’s 
identification capability is more powerful. 

4. Conclusion 

Based on the analysis above, in this paper, we construct a 
mixed kernel function of B-spline kernel and RBF kernel. 
And we apply it to the identification of water-flooded layer. 
From the experimental results, the mixed kernel function’s 
capability of classification is stronger than a single one. It 
can also greatly improve the efficiency of the operation of 
the whole system, and has some reference value in the 
problems of the research signal identification, time-varying 
pattern recognition system, system identification and 
simulation modeling. 

Table 1:Condition of support vector 

Nnumber of support vector of each kind 
Parameter setting Number of support vector 

Strong Middle Weak No 

d＝3.0, g=0.25 343 46 110 41 146 

Table 2 :Condition of training speed and accuracy 

Parameter setting Time（second） 
The accuracy of training data 

(%) 
The accuracy of measuring 

data (%) 

d＝3.0, g=0.25 40 90.5 77.9 

Table 3: System time of B-SVM、wavelet-SVM and Process neural networks 

algorithm Time（second） The accuracy of measuring data (%) 

Process neural networks 3360 73.4 

B-SVM 1360 78.1 

Wavelet-SVM 1150 77.8 

Mixed Kernel 70 77.9 

Table 4: Comparison of B-spline kernel, RBF kernel and Mixed kernel 

Kernel Time（second） The accuracy of measuring data (%) 

RBF 89 72.8 

B-spline kernel 67 74.8 

Mixed kernel 70 77.9 
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