Multi-focus Image Fusion Using Spatial Frequency and Genetic Algorithm

Jun Kong††, Kaiyuan Zheng†††, Jingbo Zhang††††, Xue Feng††

† Computer school, Northeast Normal University, Changchun, China
†† Key Laboratory for Applied Statistics of MOE, China
††† College of Humanities and Sciences of Northeast Normal University, Changchun, China

Summary
We introduce in this paper a region based multi-focus image fusion algorithm using spatial frequency and genetic algorithm. The basic idea is to divide the source images into blocks, and then select the corresponding blocks with higher spatial frequency value to construct the resultant fused image. GA is brought forward to determine the suitable sizes of the block.
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1. Introduction
A wide variety of data acquisition devices are available at present, and hence image fusion has become an important technique. There are a number of techniques for multi-focus image fusion. Simple techniques in which the fusion operation is performed directly on the source images (e.g. weighted average method), often have serious side effects like reduction in the contrast of the fused image. Other approaches include, image fusion using controllable camera [2], probabilistic methods [3], image gradient method with majority filtering [4], multi-scale methods [5] and multi-resolution approaches [6]–[9]. Methods described in [2] depend on controlled camera motion and do not work for arbitrary set of images. Probabilistic techniques involve huge computation using floating point arithmetic and thus require a lot of time and memory-space. Image gradient method with majority filtering has the drawback that the defocused zone of one image is enhanced at the expense of focused zone of others.

We introduce in this paper a region based multi-focus image fusion algorithm using spatial frequency and genetic algorithm (GA), which combines pixel-level and feature-level fusion. The basic idea is to divide the source images into blocks, and then select the corresponding blocks with higher spatial frequency value to construct the resultant fused image. GA is brought forward to determine the suitable sizes of the block. The advantages of our method are the simplicity of computation and the automation of selecting the block sizes. And the resultant fused images are both qualitatively and visually superior to those produced by the Haar wavelet method and morphological wavelet approach, particularly when there is movement in the objects or mis-registration of the source images.

The rest of this paper is organized as follows. Section 2 gives the brief introduction of the spatial frequency. Section 2 introduction of the GA The proposed fusion scheme is described in Section 4. Experimental results and discussion are presented in Section 5.

2. Spatial Frequency
Spatial frequency [10] measures the overall activity level in an image. For an \( M \times N \) image block \( F \), with gray value \( F(m,n) \) at position \((m,n)\), the spatial frequency is defined as

\[
SF = \sqrt{RF^2 + CF^2}
\]

Where \( RF \) and \( CF \) are the row frequency

\[
RF = \sqrt{\frac{1}{MN} \sum_{m=1}^{M} \sum_{n=2}^{N} [F(m,n) - F(m,n-1)]^2}
\]

And column frequency

\[
CF = \sqrt{\frac{1}{MN} \sum_{n=1}^{N} \sum_{m=2}^{M} [F(m,n) - F(m-1,n)]^2}
\]

Fig.1 (a) shows a \( 256 \times 256 \) image block extracted from the ‘Lab’ image. Fig.1 (b)-(d) show the degraded versions after blurring with a Gaussian of radius 0.5, 1, 2, respectively. It can be seen from TABLE 1 that when the image becomes more blurred, the spatial frequency value diminishes accordingly. This demonstrates that the spatial frequency can be used to reflect the clarity of an image.
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Fig. 1. Original and blurred versions of an image block from the ‘Lab’ image. (a) original image; (b) radius=0.5; (c) radius=1; (d) radius=2.

Table 1. Spatial Frequencies of the image block in Fig. 1

<table>
<thead>
<tr>
<th></th>
<th>Fig.1(a)</th>
<th>Fig.1(b)</th>
<th>Fig.1(c)</th>
<th>Fig.1(d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SF</td>
<td>11.6991</td>
<td>9.0366</td>
<td>7.0884</td>
<td>4.4917</td>
</tr>
</tbody>
</table>

3. Fundamental concepts of genetic algorithm

Assuming that we employ GA to search for the largest fitness value with a given fitness function. In GA, as shown in Fig. 2, the core components are depicted as follows [11][12].

1. Select mate: A large portion of the low fitness individuals is discarded through this natural selection step. Of the \( N \) individuals in one iteration, only the top \( N_{\text{good}} \) individuals survive for mating, and the bottom \( N_{\text{bad}} = N - N_{\text{good}} \) ones are discarded to make room for the new of springs in the next iteration. Therefore, the selection rate is \( N_{\text{good}} / N \).

2. Crossover: Crossover is the first way that a GA explores a fitness surface. Two individuals are chosen from \( N_{\text{good}} \) individuals to produce two new offspring. A crossover point is selected between the first and the last chromosomes of each individual after the crossover point are exchanged, and two new offspring are produced.

3. Mutate: Mutation is the second way that a GA explores a fitness surface. It introduces traits not in the original individuals, and keeps GA from converging too fast. The pre-determined mutation rate should be low. Most mutations deteriorate the fitness of an individual, however, the occasional improvement of the fitness adds diversity and strengthens the individual. After obtaining the fundamental concepts in GA, we are able to design an optimized fusion system with the aid of GA.

4. Multi-focus image fusion

The problem to be solved here is as follows: Given two (or more) images of a stationary camera, it is required to combine the images into a single one that has all objects in focus without producing details that are non-existent in the given images. Although the fusion algorithm can be extended straightforwardly to handle more than two source images, we only consider the fusing of two source images for simplicity. The algorithm consists of the following steps:

1. Decompose the source images \( A \) and \( B \) into blocks of size \( M \times N \). Denote the \( i \)th blocks of \( A \) and \( B \) by \( A_i \) and \( B_i \), respectively.
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   Fig. 2. The flow chart of genetic algorithm.

2. Compute the spatial frequency of each block, and denote the spatial frequencies of \( A_i \) and \( B_i \) by \( SF_{iA} \) and \( SF_{iB} \), respectively.
(3) Compare the spatial frequencies of two corresponding blocks $A_i$ and $B_i$, and construct the $i$th block $F_i$ of the fused image as

$$F_i = \begin{cases} A_i & SF_i^A > SF_i^B + th \\ B_i & SF_i^A < SF_i^B - th \\ \frac{A_i + B_i}{2} & \text{otherwise} \end{cases}$$

(4) Verify and correct the fusion result in step (3): specifically, if the center block comes from $A$, while the majority of its surrounding blocks are from $B$, then this center block will be changed to be from $B$, and vice versa. In the implementation, we use a majority filter together with a $3 \times 3$ window.

(5) Since different sizes of block can lead to different quality of resultant images, GA is employed to search for the optimized sizes of block.

5. Experimental results and discussion

We have compared our results with those obtained using Haar wavelet transform fusion and morphological wavelet fusion proposed by Ishita De and Bhabatosh Chanda [1]. The experimental results are shown in Fig. 3 and Fig. 4. In each figure, the reference image (all in focus) and source multi-focus images are given first, followed by resultant fused images produced by Haar wavelet, morphological wavelet and our proposed method. A clearer comparison can be made by examining the differences between the reference image and resultant image. The Haar wavelet transform and morphological wavelet are decomposed up to the third level.

Fig. 3 The ‘Disk’ source images (size = 640 × 480) and fusion results: (a) reference image. (b) focus on the right. (c) focus on the left. (d) Haar wavelet result. (e) morphological wavelet result. (f) the result of the proposed algorithm. (g) - (j) are the local magnifications of (a), (d), (e) and (f), respectively.

A. Performance Analysis

Careful inspection of Fig. 3 and Fig. 4 reveals that the results obtained by the proposed method are better than that of Haar wavelet transform method and morphological wavelet method, particularly when there is a slight movement of the student’s head in Fig. 4 (b) and (c). However, this is a subjective measure of quality and may not be universally acceptable. Hence root mean squared error (RMSE) measure and similarity measure [1] are also adopted.
When there is a reference image, the RMSE measure is more suitable for performance evaluation. For reference image $R$ and fused image $F$ (both of size $I \times J$), the RMSE is defined as follows:

$$\text{RMSE} = \sqrt{\frac{\sum_i \sum_j [R(i, j) - F(i, j)]^2}{I \times J}}$$

where $R(i, j)$ and $F(i, j)$ are the pixel values at position $(i, j)$ of $R$ and $F$, respectively. Smaller the value is, better is the fused performance. Table 2 shows the RMSE's of fused images in Figs. 3 - 4.

### Table 2 RMSEs of fused images

<table>
<thead>
<tr>
<th>Figure</th>
<th>Proposed Algorithm / Block size</th>
<th>Haar wavelet</th>
<th>Morphological wavelet [1]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fig. 3 (Disk)</td>
<td>3.8689 25×43</td>
<td>7.3015</td>
<td>7.8987</td>
</tr>
</tbody>
</table>

2) Similarity measure

Gradient or derivative operators are useful tools to measure the variation of intensity with respect to immediate neighboring points or pixels of an image. It is observed that a pixel possesses high gradient value when it is sharply focused. An objective criterion based on this knowledge is suggested to measure the quality of the results. Magnitude of gradient $G(r, c)$ at a point $(r, c)$ of image $X$ is obtained by

$$G(r, c) = \frac{1}{2}\left( |X(r, c) - X(r+1, c+1)| + |X(r, c+1) - X(r+1, c)| \right).$$

(6)

$G(r, c)$ for the image with all parts properly focused may be obtained from various partially focused images as follows. For a set of $n$ multi-focus images $X_i$, $i = 1, \ldots, n$, the gradient images $G_i$, $i = 1, \ldots, n$ are obtained first. Then, $G_i$, $i = 1, \ldots, n$ are combined into $G$ by taking the maximum gradient value at each position, i.e.

$$G(r, c) = \max\{G_1(r, c), G_2(r, c), \ldots, G_n(r, c)\}$$

(7)

for all $(r, c)$.

Thus only the sharply focused regions from the constituent images have their contribution in the maximum gradient image $G$. Let $G'$ denote the gradient image obtained from the reconstructed image $X'$. It is referred to as the gradient of fused image. Then, more similar $G$ and $G'$ are, better is the fusion algorithm. The similarity $S$ between two images is calculated as follows:

$$S(G, G') = 1 - \frac{\sqrt{\sum (G(r, c) - G'(r, c))^2}}{\sqrt{\sum (G(r, c))^2} + \sqrt{\sum (G'(r, c))^2}}$$

(8)

Hence, for an ideal fused image $S$ approaches the value 1. Similarity between maximum gradient and fused gradient images are list in Table 3.

### Table 3 Similarity between maximum gradient and fused gradient images

<table>
<thead>
<tr>
<th>Figure</th>
<th>Proposed Algorithm / Block size</th>
<th>Haar wavelet</th>
<th>Morphological wavelet [1]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fig. 3 (Disk)</td>
<td>0.9122 25×43</td>
<td>0.8316</td>
<td>0.8152</td>
</tr>
<tr>
<td>Fig. 4 (Lab)</td>
<td>0.9204 30×15</td>
<td>0.8386</td>
<td>0.8430</td>
</tr>
</tbody>
</table>

Then we can get the conclusion from above that the results obtained by our method are superior to Haar wavelet.
transform method and morphological wavelet method in both objective and visual evaluations.

6. Conclusion
In this paper we have presented a block based multi-focus image fusion algorithm using spatial frequency and GA, which combines pixel-level and feature-level fusion. The basic idea is to divide the source images into blocks, and then select the corresponding blocks with higher spatial frequency value to construct the resultant fused image. GA is brought forward to search for the optimized sizes of the block. Performance analysis reveals that our method outperforms the fusion by Haar wavelet and morphological wavelet method [1], particularly when there is movement in the objects or mis-registration of the source images.
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