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Summary 
This work presents mathematical properties to estimate the 
optimal buffer delay used in applications that involve the 
transmission of audio packets aiming to minimize jitter effects. 
Two important theorems are demonstrated: the first one 
establishes the necessary and sufficient conditions to avoid loss 
of data and the second one establishes the conditions for 
monitored losses. This work presents two algorithms to 
determine the optimal buffer delay, considering an adjustable 
loss percentage. 
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1. Introduction 

From this section, input the body of your manuscript 
according to the constitution that you had. For detailed 
information for authors, please refer to [1]. 
VoIP applications that operate transmitting packets across 
the Internet must have their packets executed within the 
same interval they are transmitted. If a packet is not 
received up to the moment of its execution, it is 
considered a lost packet. The time interval L (latency), 
which is the time between transmission and execution of a 
packet (or playout time) also, affects the quality of a 
conversation [1][2].  The values considered acceptable for 
packets loss and latency are, respectively, 5% [2] and 300 
ms [3]. 
However, traffic oscillations on the Internet induce an 
increase of end-to-end delay and its variation (jitter), thus 
directly impacting the latency and the display cadence 
maintenance of the audio samples at the receiver.  The 
jitter directly affects the packet loss indexes because in 
VoIP applications the packets received after the execution 
instant are dismissed [1]. 
The use of a buffer to generate a waiting queue of data 
packets as they arrive to the receiver is one possible way 
to reduce the impact of information loss. The construction 
of a buffer can be interpreted as the insertion of a buffer 
delay at the execution of the packets, which implies on the 
reduction of data loss provoked by the jitter and also on 
cadence maintenance at packets execution [4]. 
The use of the buffer delay is not an immediate task, since 
it consists of an optimization problem involving a tradeoff 
between the loss of information and the determining the 

waiting time dimension. The incorrect attribution of the 
buffer delay can cause a disastrous loss of information or 
an excessive delay on the execution of the voice packets, 
thus making conversation impossible. 
Various researches have been conduced aiming to 
determine the ideal buffer delay. These researches can be 
classified in two groups: i) those that use fix values for the 
buffer delay during the whole audio session and ii) those 
that use adaptive values for the buffer delay, adjusted 
during silence periods between talkspurts [5].   The works 
more often referred to in literature are in group (ii). 
Among these we can highlight the following: Ramjee [6], 
which presents an approach based on statistical tactics, 
Moon [2], which builds an algorithm based on the 
information history using some bounds, Ramos [8], which 
aims to improve the work of Moon [4], through the 
adjustment of the packets loss percentage and Narbutt and 
Murphy [8], which suggest an approach with parameters 
adjustment used in moments of delay high variation. 
In all these works, the authors use strategies to estimate a 
buffer delay based on previous buffer delay estimates. 
In this work we present a study about the mathematical 
properties related to the buffer delay and present the 
necessary conditions to avoid information loss. Further 
more, we use these results for the description and analysis 
of two heuristics to dynamically adjust the size of buffer 
delays. 
Section 2 presents a brief description of the problem and 
section 3 presents definitions and mathematical properties 
about the control of buffer delay in a talkspurt. Section 4 
describes the Least-Squares Buffer Delay (LSBD) 
Heuristic, which calculates the buffer delay using least-
squares estimate and a Hybrid Algorithm, which calculates 
the buffer delay using some of the characteristics of the 
algorithm described in [7]. Section 5 organizes de 
numerical results obtained and section 6 presents the 
conclusions of our studies 

2. The Problem 

VoIP applications transmit packets in constant time 
intervals tΔ , with audio samples captured in activity 
periods or talkspurts [2].  A packet is sent at instant ti and 
is received at instant ai and executed at instant pi, as 
shown in figure 1. In order to calculate the network delay 
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it is necessary to determine the value of l , which 
represents the time difference existing between the clocks 
of transmitter and receiver.  Taking the receiver clock as a 
reference, ti will be replaced by (ti - l ) in such a way that 
if 0<l ( 0>l ) the transmitter will be advanced (delayed) 
compared to the receiver and in case 0=l , transmitter 
and receiver will be synchronized as shown in figure 1.  
The execution instants ip  of the packets must respect the 
periodicity tΔ used by the transmitter to send them, i.e., 

tpp ii Δ=− −1  for i=2,…,n, or even tippi Δ−+= )1(1 .  
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Fig. 1.  Transmission of packets of a talkspurt. 

Notice that the loss of the packet with index i is 
mathematically characterized when ii ap <  
or Ltp ii >−− )( l , therefore to avoid packet loss, 

0≥− ii ap  and Ltp ii ≤−− )( l , for every Ni∈ . The 
first inequation is known as playout restriction and the 
second one as latency restriction. This way, the playout 
delay (Pd) of the packet with index i is given by: 

)( l−−= iii tpPd     (1) 
Definition 1. Buffer delay T is a waiting time for the 
execution of the packets of a talkspurt. 
The introduction of the buffer delay causes the execution 
instant of a packet with index i to be equal to 

tiTapi Δ−++= )1(1 , thus allowing the Quality of 
Service (QoS) to be controlled.  In the next section we 
present a series of properties related to buffer delay. 

3. Theoretical Aspects of Buffer Delay 

In the next sections, consider a talkspurt with n packets, 
having packet indexes given by N={1,2,…,n}. The first 
result we present is a property related to the latency 
restriction. 
Property. In a talkspurt, if a packet with index i does not 
violate the playout restriction, and the difference between 

the reception instant and sending instant overcomes the 
latency L, then the latency restriction is violated by the 
packet with index i, no matter the buffer delay T used in 
talkspurt. 
Proof. We need to show that Ltp ii >−− )( l , where 

tiTapi Δ−++= )1(1  and T is an arbitrary buffer delay.  
Notice that )()( ll −−+−=−− iiiiii taaptp , besides 

0≥− ii ap and 0)( >−− lii ta , so Ltp ii >−− )( l . 
 The network conditions influence the 
determination of the buffer delay. The previous property 
illustrates this fact, showing under which conditions the 
network can determine unavoidable losses, independently 
from the choice of buffer delay. In our studies we have not 
considered these losses. We have tried to control only 
conditions that allow dimensioning the buffer delay. 
Therefore, without loss of generality of the results, 
consider that Lta ii ≤−− )( l , for every Ni∈ . 
Theorem 1. In a talkspurt where a buffer delay T is 
inserted, no packet is lost, if and only if 

})1({min})1({max tiTti iNii
Ni

Δ−−≤≤Δ−−
∈∈

γδ  where 

Lat iii +−−= )( lγ for every Ni∈ and 1aaii −=δ . 
Proof. Since there is no packets loss at the talkspurt, this 
is equivalent to say that: 

0≥− ii ap  and Ltp ii ≤−− )( l , for every 
Ni∈ ⇔ ii ap ≥  and Ltp ii +−≤ )( l , for every 
Ni∈ ⇔ Ltpa iii +−≤≤ )( l , for every  Ni∈ ⇔ 

LttiTaa ii +−≤Δ−++≤ )()1(1 l , for every Ni∈ ⇔ 
})1({min})1({max tiTti iNii

Ni
Δ−−≤≤Δ−−

∈∈
γδ , where 

Latii +−−= 1)( lγ , for every Ni∈ .      
Notice that })1({maxmin tiT i

Ni
Δ−−=

∈
δ  and 

})1({minmax tiT iNi
Δ−−=

∈
γ , where minT  and maxT  are, 

respectively, the minimum buffer delay and the maximum 
buffer delay, to which the packets loss is not verified. 
Besides 0≤ minT ≤ maxT , whose proof is immediate. 
The next result tells us when, in a talkspurt, at least one 
packet is executed at the instant of its reception and at 
least one packet is executed with the maximum latency. 
Lemma 1. If the minimum buffer delay is inserted in a 
talkspurt, then there is a packet which is executed at the 
instant of its reception. If, on the other hand, the maximum 
buffer delay is inserted, then there is a packet that reaches 
the maximum latency L. 
Proof. Let us see the first part of the lemma: once that 

minT = })1(})1({max trti ri
Ni

Δ−−=Δ−−
∈

δδ , then: 
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⇔∈∀Δ−++= NitiTap mimi ,)1(1

⇔∈∀Δ−+Δ−−+= Nititrap ri ,)()( 111 δ
Nitrraip ∈∀Δ−−= ,)( 1 . 

Considering i = r, we have that rr ap = , i.e., the packet 
with index r, which defines minT , is executed at the instant 
of its reception. Now the second part: considering 

maxT = tsti siNi
Δ−−=Δ−−

∈
)1(})1({min γγ , then: 

⇔∈∀Δ−++= NitiTapi ,)(max 11

⇔∈∀Δ−+Δ−−+= Nititsap si ,)()( 111 γ  
NitsLtp si ∈∀Δ−−+−= ,)()( 1l . 

Considering i = s, we have that Ltp ss +−= )( l , i.e., the 
packet with index s, which defines maxT , is executed with 
maximum latency. 
Examining the previous proof where tirap ri Δ−−= )( , 
we can realize that there may exist another }{' rNr −∈ , 
such that rr ap ′′ = , i.e., trraa rr Δ′−=− ′ )( . In case this 
happens, besides the packet with index r, the packet with 
index 'r  will also define },{,)1(min rrjtjT i ′∈Δ−−= δ , 
which allows us to state that 

})1({max})1({max
},{

titi i
Ni

i
rrNi

Δ−−≤Δ−−
∈′−∈

δδ . Now, 

suppose no other packet defines minT . In this case, 
})1({max})1({max

},{
titi i

Ni
i

rrNi
Δ−−<Δ−−

∈′−∈
δδ , because if 

for some index },{ rrNr ′−∈′′ , 
})1({max})1({max)1(

},{
tititr i

Ni
i

rrNi
r Δ−−=Δ−−=Δ−′′−

∈′−∈
′′ δδδ

, then besides r and r ′ , r ′′ would also defined minT , which 
contradicts the fact that no other packet defines minT . 
Similarly, suppose that maxT  = },{,)1( ssjtjj ′∈Δ−−γ ,in 
this case we have that 

})1({min})1({min
},{

titi iNiissNi
Δ−−>Δ−−

∈′−∈
γγ . Therefore, if 

we introduce a buffer delay T, such as 
min},{min

},{
}})1({min,min{})1({max TtiTTti issNii

rrNi
=Δ−−<≤Δ−−

′−∈′−∈
γδ , 

then certainly only the packets with indexes r and r’ will 
be lost. Similarly, if 

})1({min}})1({max,max{
}',{}',{

maxmax tiTtiTT issNii
rrNi

Δ−−≤<Δ−−=
−∈−∈

γδ

, then certainly only the packets with indexes s and s’ will 
be lost. Besides if maxmin TTT ≤≤  then no packet with 
buffer delay T will be lost. 
Following this logic, it is possible to obtain buffer delays 
that allow a monitored loss of packets. With this purpose 
we will introduce the definitions of bounds due to playout 
and latency. 

Definition 2. The c-th bound due to playout of a talkspurt 
is given by })1({max tiu i

i
c

c

Δ−−=
Ω∈

δ . 

Where )...( 120 −− ∪∪∪−=Ω ccc UUUN , NU =0   and 

},...,{ 1 jw
jjj rrU =  is the set of all the indexes of packets 

that define ju , j=0,1,…,c-1. 

Definition 3. The c-th bound due to latency of a talkspurt 
is given by })1({min tiv iic

c

Δ−−=
Γ∈

γ . 

Where )...{ 10 −∪∪−=Γ cc VVN , N=Γ0  and 

},...,{ 1 jz
jjj ssV = is the set of all the indexes of packets that 

define jv , j=0,1,…,c-1.  

Observe that the definitions 2 and 3 are actually recursive 
processes where we have that min0 Tu =  and max0 Tv = and 
also according to the corollary from theorem 1, 00 vu ≤ . 
We can show that there are a finite number of bounds due 
to playout and bounds due to latency associated to a 
talkspurt. Besides, there is not a single packet that defines 
two bounds due to distinct playout and, the reunion of the 
packets that define every bound due to playout forms the 
set of all the packets of the talkspurt. Considering the 
observations in the previous paragraph, it is possible to 
conclude that: 
Lemma 2. 1−≤ jj uu  for j=1,…,m  and also jj vv <−1  for 

j=1,…,k. 
Proof. First of all we will show that 1−≤ jj uu . After that 

we will verify that the equality makes no sense. Let us see: 
})1({max tiu i

i
j

j

Δ−−=
Ω∈

δ and })1({max
1

1 tiu i
i

j
j

Δ−−=
−Ω∈

− δ , 

where )...( 120 −− ∪∪∪−=Ω jjj UUUN and 

)...( 201 −− ∪∪−=Ω jj UUN , so 1−Ω⊂Ω jj , therefore 

1−≤ jj uu . Now if 1−= jj uu , then ≠∩− jj UU 1 ∅, which 

is an absurd. The proof that jj vv <−1  for j=1,…,k follows 

the same logic and therefore will be omitted. 
Along the whole text, we will refer to every 
interval ),0[ mm uP = , ),[),...,,[ 01011 uuPuuP mmm == −−  
by step due to playout and by step due to latency the 
intervals ),(],,(],...,,( 11100 +∞=== −− kkkkk vLvvLvvL . 
The interval ],[ 00 vu=Φ  will be named hybrid step. 
Consider next the concept of degree of a step, which is 
associated to the level of packets loss for a certain buffer 
delay. 
Definition 4. At each step of the talkspurt we have 
associated a number named degree, given by: 

∑∑
==

==
j

c
c

j

c
cj WUP

00
)(degree , where 01 =+mu , j=0,…,m; 

0)(degree =Φ ; 
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∑∑
==

==
j

c
c

j

c
cj ZVL

00
)(degree , where +∞→+1kv  , j=0,…k; 

The degree of each step is unique by definition. Besides 
1≥cw  and 1≥cz  for each c, from what we can conclude 

that: 
)(degree)(degree...)(degree)(degree 0 10 mm PPP <<<<Φ= −

)(degree)(degree...)(degree)(degree 0 10 kk LLL <<<<Φ= −

 Notice also that if buffer delay T is inserted in a 
talkspurt, then the number of packets lost will be equal to 
the degree of the step to which T belongs, which allows us 
to build the graphic of figure 2. We can notice that the loss 
of packets will be due to the violation of the playout or 
latency restriction, but never due to both. 
Notice that the buffer delay T belonging to the hybrid step 
ensures that no packet of its talkspurt will be lost.  In this 
context, we have introduced a minimum waiting time in a 
conversation, i.e., we are interested in solving the 
following problem: 

}),(tLpa |t 1)-(i-a-pmim{T iii1i Ni∈−+≤≤Δ= l  
 

 

Fig. 2. Graphic of loss related to the possible buffer delays T in a 
talkspurt. 

Theorem 1 guarantees that the previous problem can be 
described as: }|)(min{ Φ∈= TTTf .The solution of this 
last problem is equal to min0 TuT == , i.e., the solution of 
the problem where no loss of packets is admitted is 
precisely the minimum buffer delay. 
On the other hand, the good quality of voice packets 
communication admits a certain limit of loss. Therefore let 
us suppose a factor λ ∈ (0,1) of packets loss in a talkspurt, 
i.e., at most ⎣ ⎦nλ   packets can be lost (see figure 2) where 

⎣ ⎦n  is the floor function (greater integer smaller than or 
equal to x). In this case we are interested in solving a new 
problem: ⎣ ⎦ )},0[,)(|)(min{ +∞∈≤Ψ= TnTTTf λ .  
The figure 2 allows the conclusion that in a talkspurt 
where the buffer delay T is inserted, n’ packets are lost if 
and only if T belongs to a step whose degree is n’. For this 

reason and because },...,,,,...,{ 00 km LLPP Φ  is a partition 
of T∋+∞),0[ , a formulation equivalent to the last problem 
is presented in equation (2) 

⎣ ⎦ },,)(|)(min{min{ ITnTTTf ∈≤Ψ= λ  
}},...,,,,...,{ km LLPPI 00 Φ∈  (2) 

 
Notice that if I is a step due to latency, the associated 
problem can be dismissed, thus resulting in the following 
problem: ⎣ ⎦,)(|)(min{ nTTTf λ≤Ψ=

}... Φ∪∪∪∈ 0PPT m . Considering that 
},,...,{ 0 ΦPPm  is a partition of ],0[ 0v , we have that 

]0,[... 10 +=Φ∪∪∪ jj uPP  for some j. Therefore the 

solution of our last problem is λmin,1 TuT j == +  where 

λmin,T is the minimum buffer delay with loss factor λ ∈ 
(0,1). 
In the next section we will describe computational 
procedures to determine buffer delay estimates along a 
trace.  

4. Buffer Delay Estimation 

Next, we present two algorithms to estimate the buffer 
delay with the following characteristics: dynamic 
adjustment and determination of buffer delay at the 
beginning of each talkspurt and adjustment of the 
percentage of loss to a value defined by user. Once 
defined the value of the buffer delay it will not be changed 
until the last packet of the same talkspurt is received. 

4.1 The LSBD Heuristic 

The LSBD (Least-Squares Buffer Delay) algorithm 
estimates the value of the buffer delay for each talkspurt 
using the packet loss history as input in a least-squares 
system, aiming a certain number of losses during trace. 
Consider kρ  the total of packets loss at a talkspurt with 
index k=1,2,…,K where )1,0(∈ε and: 

⇔≤+⇔≤ ∑∑∑∑
=

−

===

k

i
i

k

i
ik

k

i
i

k

i
i nn

1

1

111

ερρερ  

∑∑
−

==

⇔−≤⇔
1

11

k

i
i

k

i
ik n ρερ  

k
k

k

i
i

k

i
i

k

k

n

n

n
λ

ρε
ρ

=
⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
−

≤⇔
∑∑
−

==

1

11  

Notice that )1,0(ελk indicates the acceptable loss of the 
talkspurt with index k, considering the loss compromise 

)1,0(∈ε  at the trace, i.e., if we take kkk n λρ ≤  for each 



IJCSNS International Journal of Computer Science and Network Security, VOL.8 No.3, March 2008 
 

 

102 

k=1,2,…,K at the end we will have ∑∑
==

≤
k

i
i

k

i
i n

11
ερ . Now 

considering that we have the values for the buffer 
delays iT , i=1,..k-1 for k-1<K talkspurts. We will estimate 
the buffer delay of the kth talkspurt with the aid of the 
following polynomial: m

micicci +++= ...)( 10τ . 
The polynomial will be obtained by least-squares. 
Therefore considering function 

( ) ( )∑∑
−

=

−

=
−+++=−=

1

1

2
10

1

1

2
0 ...)(),...,(

k

i
i

m
m

k

i
im TiciccTicc τγ

whose gradient offers the system: 

( )∑
−

=
=−+++=∂

∂ 1

1
100 0...2),...,(

0

k

i
i

m
mm

C
Ticiccccγ  

   M  

( )∑
−

=
=−+++=∂

∂ 1

1
100 0...2),...,(

k

i
i

m
mm

C
Ticicccc

m

γ . 

 
Or also, )()().( mdmcmB =  in matrix format where: 

⎟
⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜
⎜

⎝

⎛

=

∑∑

∑∑

−

=

−

=

−

=

−

=

1

1

21

1

1

1

1

1
1

)(
k

i

mk

i

m

k

i

mk

i

ii

i

mB
L

MOM

L

, ( )0( ) T
mc m c c= L  and 

1 1

1 1
( )

Tk k m
i i

i i
d m T i T

− −

= =

⎛ ⎞= ⎜ ⎟
⎝ ⎠
∑ ∑L . 

 
Once )(mc is found, the buffer delay of the talkspurt will 
be estimated as: 
 m

mk kckcckT +++== ...)( 10τ    (3) 
In order to facilitate dimensioning tests of the buffer delay, 
let us assume that 0=l , i.e., transmitter and receiver will 
be synchronized. It is important to stress that this conduct 
does not interfere on the theoretical results obtained at the 
first part of this work.  The algorithm is presented next. 

( )LSBD ε ; 

 20tΔ = ; degree=5; 1 200T = ; 

 1k = ;{talkspurt counter} 
 while not end of trace do 
  1i = ;{packet counter} 

  1h = ;{1st packet in latency rule} 

  0kρ = ; {packet loss counter} 

  while not end of  talkspurt do  

   if i ia t L− <  then 

    1 ( 1)i kp a T i t= + + − Δ ; 

    if i ip a<  then 1k kρ = ρ + ; 

    1h h= + ; 
   end; 
   1i i= + ; 
  end; 

  1kn h= − ; 

  
1

1 1

k k
k i i k

i i
n n

−

= =

⎛ ⎞λ = ε − ρ⎜ ⎟
⎝ ⎠
∑ ∑ ;{lost factor} 

  /* find j where */   
 ⎣ ⎦ )(deg)(deg ,, kjkkkj PreenPree <<− λ1  

  while  ( 1, 0j ku + < ) e ( 0j ≥ ) do 

   1j j= − ; 

  if 0j =  then 0kT = ; 

   else 1,k j kT u += ; 

  1k k= + ; 

  if 2k ≤  then 200kT = ; 

   else  
   Solve   
 )(deg)(deg).(deg reedreecreeb = ; 

  ( )kT k= τ ;{buffer delay estimated 
      for next talkspurt} 
 end;  
end; 

 

4.2 The Hybrid Algorithm 

In order to present the hybrid algorithm it is necessary to 
describe the Move Average [7] algorithm, which uses the 
Ramjee [6] algorithm to estimate the first 100 playout 
delays. The hybrid algorithm presents the procedures of 
algorithm Move Average to estimate the buffer delay and 
the results that allow the exact calculation of previous 
buffer delays aiming to improve the estimate of the next 
buffer delay. 

);(εHybrid  

 20tΔ = ; 

 1 200T = ;{buffer delay talkspurt} 

 1k = ;{talkspurt counter} 
 while  not end of trace do 
  1i = ;{fisrt packet of talkspurt} 

  1h = ;{ packet  loss} 

  0kρ = ;{packet loss in talkspurt} 

  while  not end of talkspurt do 

      if i ia t L− <  then 

         1 ( 1)i kp a T i t= + + − Δ ; 



IJCSNS International Journal of Computer Science and Network Security, VOL.8 No.3, March 2008 
 

 

103

   if i ip a<  then 

         1k kρ = ρ + ; 

   1h h= + ; 
  end; 
  1i i= + ;{next  packet} 
 end; 

 1kn h= − ; 

 
1

1 1

k k
k i i k

i i
n n

−

= =

⎛ ⎞λ = ε − ρ⎜ ⎟
⎝ ⎠
∑ ∑ ; {loss factor} 

 /* find j where, */ 

⎣ ⎦ )(deg)(deg ,, kjkkkj PreenPree <<− λ1 ; 

 while ( 1, 0j ku + < ) e ( 0j ≥ ) do 1j j= − ; 

 if 0j =  then 0kT = ; 

  else 1,k j kT u += ; 

 1k k= + ;{next talkspurt} 
  /*finding next buffer delay*/ 

 ( )k kX G T= ; { ( ) xG x e α−= } 

 /*find ia  where:*/ 

( ) ( )1
0

1 , 0,1, 2,..., 1
M

m d d
m

a R m l R l l M+
=

− = + = −∑ ; 

{with 

1

1( ) , 0, 1, 2,..., ( 1)
k r

d h h r
h

R r T T r k
k r

−

+
=

≅ = ± ± ± ± −
− ∑ } 

 

 /*find the model’s order M*/ 

  1
1

ˆ
M

k i k i
i

X a X − +
=

= ∑ ; 

  ( )1늿
k kT G X−= ; 

 /*find ia  where:*/ 

( ) ( )1
0

1 , 0,1, 2,..., 1
M

m d d
m

a R m l R l l M+
=

− = + = −∑ ; 

 /*with*/ 

1

1( ) , 0, 1, 2,..., ( 1)
k r

d h h r
h

R r T T r k
k r

−

+
=

≅ = ± ± ± ± −
− ∑  

end; 

 

3. Numerical Results 

In order to compare the heuristics, we have generated 
traces that simulate the transmission of audio packets 
between two interlocutors. The traffic generated follows 
the model presented in [9] .  The packets have been 
transmitted in constant intervals of 20 ms. The 
synchronism was obtained sending and receiving packets 
in the same equipment situated at the State University of 
Londrina using a packet retransmission element at State 
University of Campinas. Table 1 illustrates the traces 
generated and figures 2, 3, 4, 6, 7 and 8 show the results 
obtained. 

Table 1. Traces used at the simulation of algorithms. 
Trac
e 

Time (sec) Packets 

#1 1257 58140 
#2 1882 87191 
#3 2756 127298 

 
The average of the trace playout delays was used as 
performance measure, since this is the approach usually 
found in other works of the same area. At the LSBD 
heuristic the polynomial with degree five have been 
adjusted. 
The figures 3, 5 and 7 presents the packet loss resulting of 
algorithms LSBD, Hybrid and Moving Average. The 
Bisection represents the values of packet loss required in 
each one. Observing the graphics of figures 4, 6 and 8, it 
is possible to notice that Moving Average heuristic [7] 
obtains the better values of playout delay. However when 
analyzing the graphics in 3, 5 and 7, it is possible to notice 
that the loss compromise of this heuristic is the worse 
when comparing to the other two procedures, thus 
compromising the quality of the conversation. 

 
Fig. 3.  Packet Loss Resulting in trace #1. 
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Fig. 4.  Playout Delay Resulting in trace #1. 

 

Fig. 5.  Packet Loss Resulting in trace #2. 

 

Fig. 6.  Playout Delay Resulting in trace #2. 

 
 

 
Fig. 7.  Packet Loss Resulting in trace #3. 

 
Fig. 8.  Playout Delay Resulting in trace #3. 

6. Conclusions 

Determining the best value for the buffer delay reduces the 
delay between transmitter and receiver, which is damaging 
in interactive communications, and also maintains the 
packets loss rate (not employment due to playout delay) in 
acceptable levels. 
The paper has presented two algorithms (LSBD and 
Hybrid), which dynamically determine the value of the 
buffer delay, considering the loss compromise. 
Simulations 
show that both have an expected behavior for the playout 
delay values compared to the loss percentage, i.e., as the 
packets loss increases, it is possible to notice a reduction 
of the playout delay (figures 4, 6 and 8). 
Traditionally, works in this area do not observe the 
behavior of an algorithm on what concerns packets loss 
along the trace. By measuring this, we have verified that 
the heuristic proposed in [7] has not presented good results, 
according to the graphics in figures 3, 5 and 7. 
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On the other hand, LSBD heuristic and the Hybrid 
procedure proposed by us respect the packets loss 
tolerance along the traces. 
Another point to be considered consists in testing our 
ideas in traces using spike [4]. For this case we are 
developing a predictor-corrector method based on a 
NARMAX model [10]. 
Finally, our preliminary results already indicate that 
applications for audio communication in real-time can still 
have their development improved. 
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