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Summary 
In Cluster Computing Environment the data latency time has 
significant impact on the performance when the data is accessed 
across clusters. Especially when executing data pertaining to 
satellite images for remote sensing or defense purposes, scientific 
or engineering applications. Designating a particular cluster for 
executing an application leaving behind the bandwidth aspects of 
accessing data across clusters can pose performance degradation. 
To overwhelm the stated problem we have proposed a new 
technique that buffers the data in Global Memory and Local 
Memory and regulate the need for communicating across clusters 
for data access. This Global Memory constitutes a permanent 
storage part and a temporary storage part, which are refreshed 
dynamically and at regular intervals based on the data access 
patterns. Local Memory regulates the Intra-Cluster 
communication for data access. Experimental results show 
performance improvement to considerable levels with the 
implementation of the concept, specifically when the cost of data 
access from other clusters is higher and is proportionate to the 
amount of data. 
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1. Introduction 

The first inspiration for cluster computing was developed 
in the 1960s by IBM as an alternative of linking large 
mainframes to provide a more cost effective form of 
commercial parallelism [1]. However, cluster computing 
did not gain momentum until the convergence of three 
important trends in the 1980s: high-performance 
microprocessors, high-speed networks, and standard tools 
for high performance distributed computing. A possible 
fourth trend is the increasing need of computing power for 
computational science. The recent advances in these 
technologies and their availability as cheap and 
commodity components are making clusters or networks 
of computers such as Personal Computers (PCs), 
workstations, and Symmetric Multiple-Processors (SMPs) 
an appealing solution for cost-effective parallel computing. 

Cluster computing can be described as a fusion of the 
fields of parallel, high-performance, distributed, and high 
availability computing. It has become a popular topic of 
research among the academic and industrial communities, 
including system designers, network developers, algorithm 

developers, as well as faculty and graduate researchers. 
The recent developments in high-speed networking, 
middleware and resource management technologies have 
pushed clusters into the mainstream as general purpose 
computing system. This is clearly evident from the use of 
clusters as a computing platform for solving problems in 
number of disciplines.  

In some scientific application areas such as high energy 
physics, bioinformatics, and remote sensing, we encounter 
huge amounts of data. People expect the size of data to be 
terabyte or even petabyte scale in some applications [2]. 
Managing such huge amounts of data in a centralized 
manner is almost impossible due to extensively increased 
data access time. To illustrate the scenario where a 
scientific application is executed in a cluster computing 
environment the data requirement of the application would 
be enormous, the required data may be scattered across 
several clusters. In this case, streamlining data access 
through the usage of the proposed memory management 
technique will improve the performance of the entire 
operation.   

Memory management becomes a prerequisite when 
handling applications that require immense volume of data 
for e.g. satellite images used for remote sensing, defense 
purposes and scientific applications.  Here even if the 
other factors perform to the maximum possible levels and 
if memory management is not properly handled the 
performance will have a proportional degradation.  Hence 
it is critical to have a fine memory management technique 
deployed to handle the stated scenarios.  

Scheduling is a challenging task in this context. The data-
intensive nature of individual jobs means it can be 
important to take data location into account when 
determining job placement. Despite the other factors 
which contribute performance in a cluster computing 
environment, optimizing memory management can 
improve, the overall performance of the same. To address 
this problem, we have defined a combined memory 
management technique. The proposed technique focuses 
on optimizing memory usage, assuming the other factors 
which contribute to performance are performing to the 
optimum level. 
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The rest of the paper is organized as follows. Section 2 
presents some of the existing works in job scheduling and 
memory management. Section 3 describes the proposed 
combined memory management technique. Section 4 
concludes the paper. 

2. Related Work 

Ann Chervenak et al. [3] review the principles that they 
are following in developing a design for data grid 
architecture. Then, they describe two basic services that 
they believe are fundamental to the design of a data grid, 
namely, storage systems and metadata management. 

William H. Bell et al. [4] find the design of the simulator 
OptorSim and Various replication algorithms. After setting 
the simulation configuration they dedicated to a 
description of simulation results. 

Kavitha Ranganathan and Ian Foster [5] describe a 
simulation framework that they have developed to enable 
comparative studies of alternative dynamic replication 
strategies. They present preliminary results obtained with 
this simulator, in which they evaluate the performance of 
five different replication strategies for three different kinds 
of access patterns. 

Kavitha Ranganathan and Ian Foster [6] develop a family 
of job scheduling and data movement (replication) 
algorithms and use simulation studies to evaluate various 
combinations and they describe a scheduling framework 
that addresses the problems. 

Houda Lamehamedi et al. [7] introduce a set of replication 
management services and protocols that offer high data 
availability, low bandwidth consumption, increased fault 
tolerance, and improved scalability of the overall system 
and their results prove that replication improves the 
performance of the data access on Data Grids, and that the 
gain increases with the size of the datasets used. 

Sang-Min Park et al. [8] evaluate BHR strategy by 
implementing it in an OptorSim, a data grid simulator 
initially developed by European Data Grid Projects and 
their simulation results show that BHR strategy can 
outperform other optimization techniques in terms of data 
access time when hierarchy of bandwidth appears in 
Internet. 

D. G. Cameron et al. [9] discussed an economy-based 
strategy as well as more traditional methods, with the 
economic models showing advantages for heavily loaded 
grids.  

3. Combined Memory Management     
Technique  

3.1 Global and Local Memory 

Our memory management technique comprises global 
memory and local memory.  Global memory (Mg) is 
common for all the clusters.  Where as local memory is 
specific to the nodes of every individual cluster. 

The global memory (Mg) constitutes a persistent storage 
and temporary storage. The data which are frequently 
accessed is stored in the persistent part and the less 
frequently accessed are stored in the temporary part. 
Intuitively the bandwidth between the global memory and 
the clusters will be significantly higher than the bandwidth 
across clusters. The local memory associated with every 
individual node of cluster hosts the data pertaining to the 
task assigned for that node. Simply the local memory 
consists of data that are required for the task deputed for 
the corresponding node. 

3.2 The Scheduler and Memory Management  

When a user makes a request, he specifies the required 
resources, the estimated execution time and the deadline. 
The request is forwarded to the scheduler. The scheduler 
consists of a resource management system which 
maintains details regarding the resource availability, 
resource under utilization.  This information is updated 
periodically by the resource management system.  
Moreover the updations also happen after the completion 
of running requests. 

The scheduler after the reception of a new request makes 
an analysis to identify a particular cluster to which the 
request can be forwarded.  The scheduler primarily takes 
in to consideration the load of the processors of the nodes 
of the concerned clusters before the task is assigned.  But 
this process of designating clusters for processing tasks 
would not yield optimum performance because bandwidth 
is also a major factor in determining the performance 
levels.  So to overwhelm this problem we have proposed a 
new algorithm using global memory and local memory. 

The conventional scheduling algorithm blindly fixes a 
particular cluster taking into account the availability of 
data the as the sole criterion.  This method of designating a 
particular cluster for a request would lead to performance 
degradation.  To illustrate the above scenario let us 
consider a  particular request requires certain the cluster 
that is identified for the given request is based on the 
presence of major portion of required data and the cost for 
accessing remaining data is not considered and if it is 
significantly higher, then it has to be treated in a separately. 
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At the same time, if the task is designated to a cluster 
irrespective of the percentage of data present in that cluster 
and considering the cost of accessing the remaining data 
from the rest of the clusters through global memory the 
performance can be optimized further.  We have proposed 
a new algorithm in 3.3 that also gives the needed 
importance to the cost of accessing data 

3.3 Scheduling Algorithm 

Assumptions 
 

CN  → Total Number of Clusters 

liC  → The Cluster handling the current job. 

FS  → Set of files requires for the file job (I) 

WCSN  → Set of nodes having the SFWC in the  
Me within CJi 

CSS  → Set of clusters having FMJ 

WCSF  → is a set of files available in CJi 

MgSF  → is a set pf files to be transferred from  
SSC through Mg. 

For Files within a Cluster  

for each files in WCSF  

      for each node in WCSN  
          t = Calculate time 
      end  

mint = min (t) 

Update WCSQN  
     end 

∑
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For Files between Clusters  
    for each files in MgSF  

         for each cluster in CSS  

t = Calculate time to transfer file from CiSS  

through gM
 

         end 
      mint  = min (t) 

      Update qcS  
end 

∑
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     Repeat the above steps for all the clusters 

)..................,,( 210 NCT TTTTS =  
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Corresponding cluster is chosen to allot the job. 

At regular intervals the data access patterns in Global 
Memory is analyzed. If the data stored in temporary 
portion has been accessed more frequently then it is 
shifted to the permanent storage part. Similarly the data 
present in the permanent storage part is also deleted to 
pave the way for new storage if it is not frequently referred.  

4. Conclusion 

The proposed technique for data access across clusters 
shows substantial improvement reducing execution time. 
Providing due consideration to data access latency besides 
computational capability proves worthwhile. The proposed 
concept uses a combination of Local Memory and Global 
Memory that buffers data based on access patterns. The 
Local Memory takes care of moderating communication 
across nodes within the cluster. The Global Memory is 
bifurcated in to a Temporary Storage part and a Persistent 
Storage part. Data placed in these to parts are updated 
dynamically and at regular intervals based on the pattern 
of usage. The concept comes handy when the data to be 
accessed from another cluster is markedly costlier than if 
the same data is accessed through the Global Memory. 
Replenishing Global Memory dynamically and at regular 
intervals improves data availability further and eliminates 
frequent access to other clusters.  
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