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Summary 
Feature selection aims to reduce the dimensionality of patterns 
for classificatory analysis by selecting the most informative 
instead of irrelevant and/or redundant features. In this paper we 
propose a novel feature selection measure based on mutual 
information and takes into consideration the interaction between 
features. The proposed measure is used to determine relevant 
features from the original feature set for a pattern recognition 
problem. We use a Support Vector Machine (SVM) classifier to 
compare the performance of our measure with recently proposed 
information theoretic criteria. Very good performances are 
obtained when applying this method on handwritten digital 
recognition data. 
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1. Introduction 

Feature selection is a very important step in classification 
since the inclusion of irrelevant and redundant features 
often degrade the performance of a classification algorithm 
both in speed and prediction accuracy. 
 In the case of a pattern recognition problem, the 
objective of feature selection is to find the smallest subset 
of features that maximizes the pattern recognition ability. 
Ideally, this can be achieved by examining all possible 
subsets and finding the one that satisfies the above 
criterion. This approach is known as exhaustive feature 
selection. Even with a moderate number of features, the 
exhaustive selection is impractical because of its 
computational requirements. Other feature selection 
methods were developed to reduce computational 
complexity by compromising performance. 
 All feature selection methods need to use an 
evaluation function together with a search procedure to 
obtain the optimal feature set. The evaluation function 
measures how good a specific subset can be in 
discriminating between classes and can be divided into 
two main groups: filters and wrappers. Filters measure the 
relevance of feature subsets independently of any classifier, 
whereas wrappers use the classifier’s performance as the 

evaluation measure. Search procedures on the other hand, 
are methods that only consider small portion of all possible 
subsets. In this paper, our objective is to develop an 
evaluation function that can be used with any search 
procedure. We will consider filter evaluation measures 
because they are faster than wrapper and can handle large 
datasets [1]. A variety of filter-based measures have 
already been proposed in the literature. The most popular 
fall under the following three categories: distance 
measures, consistency measures and information 
measures. 

This paper will focus on the information measure that 
is based on the concept of mutual information. The 
drawback of the recently proposed information measures is 
that they don’t take into consideration the interaction 
between features. Indeed, a single feature can be 
considered irrelevant based on its correlation with the 
class; but when combined with other features, it becomes 
very relevant. Unintentional removal of these features can 
result in a loss of useful information and thus may cause 
poor classification performance. This is studied in [3] as 
attribute interaction. 
 We will propose a new information based evaluation 
function called IGFS (Interaction Gain for Feature 
Selection) that overcomes the drawbacks of the other 
functions. Our proposed method will be used to determine 
the relevant features from the original feature set for a 
pattern recognition problem and will be compared with 
three recently proposed information theoretic criteria. 
 The rest of the paper is organized as the follows: 
Some information theoretic notions for feature selection 
and the state of the art about the recently proposed 
information theoretic criteria for feature selection are 
addressed in the section two. Section three presents our 
proposed evaluation function based on Interaction Gain 
(IGFS). Experimental results on handwritten digital 
recognition data and comparison in term of classification 
accuracy between our proposed method and three recently 
proposed information theoretic criteria is presented in 
section four. The last section summarizes the finding and 
gives some perspectives that can follow up on this work. 
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2. Information theoretic for Feature Selection 
 
2.1 Definitions and measurements 
 
(i) Mutual information and conditional mutual 
information:  
 
The first goal of a prediction model is to minimize the 
uncertainty on the dependent variable. A good 
formalization of the uncertainty of a random variable is 
given by Shannon and Weaver’s [4] information theory. 
While first developed for binary variables, it has been 
extended to continuous variables. Let X  and Y  be two 
random variables (they can have real or vector values). We 
denote YX ,μ  the joint probability density function of X  
and Y . We recall that the marginal density functions are 
given by: 
 

( ) dyyxx YXX ),(,∫= μμ     (1) 

( ) dxyxy YXY ),(,∫= μμ     (2) 

 
Let us now recall some elements of information theory. 
The uncertainty on Y  is given by its entropy defined as: 
 

dyyyYH YY )(log)()( μμ∫−=     (3) 

 
 If we get knowledge on Y  indirectly by knowing X , 
the resulting uncertainty on Y  knowing X  is given by 
its conditional entropy, that is: 
 

dydxxyxXyxXYH YYX )/(log)/()()/( ==−= ∫∫ μμμ  (4) 

 
The joint uncertainty of the ),( YX  pair is given by the 
joint entropy, defined as: 
 

dxdyyxyxYXH YXYX ),(log),(),( ,, μμ∫−=    (5) 
 
The mutual information between X  and Y  can be 
considered as a measure of the amount of knowledge on 
Y  provided by X  (or conversely on the amount of 
knowledge on X  provided by Y ). Therefore, it can be 
defined as [5]: 
 

)/()();( XYHYHYXI −=    (6) 
 
Which is exactly the reduction of the uncertainty of Y  
when X  is known. If Y  is the dependant variable in a 
prediction context, the mutual information is thus 
particularly suited to measure the pertinence of X  in a 

model for Y  [6]. Using the properties of the entropy, the 
mutual information can be rewritten into: 
 

),()()();( YXHYHYHYXI −+=    (7) 
 
That is, according to the previously recalled definitions, 
into [7]: 
 

dxdy
yx

yx
yxYXI

YX

YX
YX )()(

),(
log),();( ,

, μμ
μ

μ∫−=   (8) 

 
The conditional mutual information is defined as: 
 

),/()/()/;( 21121 XYXHYXHXYXI −=   (9) 
                 )/(),/( 121 YXIXYXI −=   
 
This value quantifies how much information is shared 
between 

1X  and Y , given the value of 2X . Another 
way to see it, as it is decomposed above, is as the 
difference between the information required to describe 

1X  given 2X , and the information to describe 
1X  given 

both 2X  and Y . If Y  and 2X  carry the same 
information about 

1X , the two terms on the right are equal, 
and the conditional mutual information is zero. On the 
opposite, if both Y  and 2X  bring information, and if 
those informations are complementary, the difference is 
large. 
 
(ii) Feature interaction and Interaction Gain:  
 
Feature selection is one effective mean to remove 
irrelevant features [8]. Optimal feature selection requires 
an exponentially large search space )*2(( NO , where 
N  is the number of features) [9]. Researchers often resort 
to various approximations to determine relevant features 
(e.g., relevance is determined by correlation between 
individual features and the class) [10], [11]. However, a 
single feature can be considered irrelevant based on its 
correlation with the class; but when combined with other 
features, it becomes very relevant. An illustration of 
feature interaction is given by the well-known XOR  
problem [12], [13]: 
 

1X  1 1 0 0 
2X  1 0 1 0 

21 XX ⊕ 0 1 1 0 
 
We see that 1X  and 2X  have null mutual information 
with the output, once they are taken individually 
(i.e 0);( 1 =YXI , 0);( 2 =YXI ). However, when they are 
taken together, the mutual information 
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0)();,( 21 >= YHYXXI  of the subset is positive. 
Interaction explains why an apparently irrelevant 
combination of variables can eventually perform 
efficiently in a learning task. To decide, whether there is 
interaction between two attributes, [14] propose an 
heuristic test, called interaction gain. It is based on the 
well-known idea of information gain. Information gain can 
be regarded as a measure of the strength of a 2-way 
interaction between an attribute X  and the class Y . In 
this spirit, we can generalize it to 3-way interactions by 
introducing the interaction gain [14]:  
 

);();();,();;( 212121 YXIYXIYXXIYXXI −−=   (10) 
 
Interaction gain can be understood as the difference 
between the actual decrease in entropy achieved by the 
joint attribute 21 XX  and the expected decrease in 
entropy with the assumption of independence between 
attributes 1X  and 2X . The higher the interaction gain, 
the more information was gained by joining the attributes 
in the Cartesian product, in comparison with the 
information gained from single attributes. It is quite easy 
to see that when interaction gain is negative, context 
decreased the amount of dependence. When the interaction 
gain is positive, context increased the amount of 
dependence. When the interaction gain is zero, context did 
not affect the dependence between the two attributes. 
Interaction gain is identical to the notion of interaction 
information [13] and mutual information among three 
random variables [14], [15]. 

In the following section, we will proceed to a critical 
survey of information theoretic approaches existing in 
literature, by stressing when and where the notion of 
interaction is taken into account. 
 
2.2 State of the Art 
 
As mutual information can measure relevance, this quantity 
is currently used in literature for performing feature 
selection. One of the main reasons for adopting it is its low 
complexity computational complexity cost ))*(( NdO  
where d  is the number of variables and N  is the number 
of samples) in the case of discrete variables. The following 
sections will sketch three state-of-the-art filter approaches 
that use this quantity. 
 
(i) Variable Ranking (RANK):  
 
The ranking method returns a ranking of variables on the 
basis of their individual mutual information with the output. 
This means that, given n  input variables, the method first 
computes n times the quantity );( YXI i , ni K1= , then 

ranks the variables according to this quantity and eventually 
discards the least relevant ones [16]. 
The main advantage of the method is its rapidity of 
execution. Indeed, only n  computations of mutual 
information are required for a resulting complexity 

))*2*(( NnO . The main drawback derives from the fact 
that possible redundancies between variables is not taken 
into account. Indeed, two redundant variables, yet highly 
relevant taken individually, will be both well ranked. As a 
result, a model that uses these two variables is dangerously 
prone to an increased variance without any gain in terms of 
bias reduction. On the contrary, two variables can be 
complementary to the output (i.e. highly relevant together) 
while each of them appears to be poorly relevant once taken 
individually. As a consequence, these variables could be 
badly ranked, or worse eliminated, by the ranking filter. 
Although the variable ranking algorithm is reputed to be 
fast, it may be poorly efficient as it only relies on individual 
relevance. Recently, new algorithms that combine 
relevance and redundancy analysis offer a good 
compromise between accuracy and computational load as 
the Fast Correlation Based Filter [6]. Also, some heuristic 
search methods such as the best first search (also known as 
the forward selection) can be combined efficiently with 
information theoretic criteria in order to select the best 
variable given a previously selected subset. 

In the next sections, two theoretic criteria existing in 
the literature and that can be easily combined with the 
forward selection, are presented. 

 
(ii)  Minimum Redundancy - Maximum Relevance 
criterion (MRMR):  
 
The minimum redundancy - maximum relevance criterion 
[17] consists in selecting the variable iX  among the not 

yet selected features SX −  that maximizes ii zu −  where 

iu  is a relevance term and iz  is a redundancy term. More 

precisely, iu   is the relevance of iX   to the output Y  

alone, and iz  is the mean redundancy of iX  to each 

variable Si XX ∈   already selected.  
 

);( YXIu ii =      (11) 

);(1
j

XX
ii XXI

d
z

Sj

∑
∈

=     (12) 

)(maxarg iiXXMRMR zuX
S

−=
−∈

    (13) 

 
At each step, this method selects the variable which has the 
best compromise relevance-redundancy. This selection 
criterion is fast and efficient. At step d  of the forward 
search, the search algorithm computes dn − evaluations 
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where each evaluation requires the estimation of 
1+d bi-variate densities (one for each already selected 

variables plus one with the output). It has been shown in 
[17] that the MRMR criterion is an optimal first order 
approximation of the conditional relevance criterion. 
Furthermore, MRMR avoids the estimation of multivariate 
densities by using multiple bi-variate densities. Note that, 
although the method aims to address the issue of 
redundancy between variables through the term iz , it is not 
able to take into account the interactions between variables. 
 
(iii) Conditional Mutual Information Maximization 
Criterion (CMIM):  
 
This approach [18] proposes to select the feature 

Si XX −∈  
whose minimal conditional relevance )/;( ji XYXI  

among the selected features Sj XX ∈ ,  is maximal. This 

requires the computation of the mutual information of iX  
and the output Y , conditional on each feature Sj XX ∈  
previously selected. Then, the minimal value is retained and 
the feature that has a maximal minimal conditional 
relevance is selected. The variable returned according to the 
CMIM criterion is:  
 

)))/;((min(maxarg jiXXXXCMIM XYXIX
SjS ∈∈ −

=   (14) 

 
This selection criterion is powerful. It selects relevant 
variables, it avoids redundancy, it avoids estimating high 
dimensional multivariate densities and unlike the previous 
method, it does not ignore variable interaction. However, it 
will not necessary select an interacting variable with the 
already selected variables. Indeed, a variable that has a high 
interaction with an already selected variable will be 
characterized by a high conditional mutual information 
with that variable but not necessarily by a high minimal 
conditional information. In terms of complexity, note that at 
the thd  step of the forward search, the algorithm computes 

dn −  evaluations where each evaluation following CMIM 
requires the estimation of d  tri-variate densities (one for 
each previously selected variable). 
 
3. Interaction Gain Based Feature Selection 
(IGFS)  
 
The new proposed evaluation measure for a given feature 
X  will be based on the individual Mutual Information and 
a compromise between features redundancy and features 
interaction. The compromise is made by the mean of 
Interaction Gain. In formal notation, the variable returned 
according to the IGFS criterion is: 

));;(1);((maxarg ∑
∈∈

+=
−

Sj
S XX

jiiXXIGFS YXXI
d

YXIX  (15) 

The main advantage in using this criterion for selecting 
variables is that an interacting variable of an already 
selected one has a much higher probability to be selected 
than with other criteria. The relevance of each feature can 
be indicated by its Mutual Information with class labels 

);( YXI i . The second term makes a compromise between 
redundancy and interaction. A negative Interaction Gain 
indicates that the features are redundant and a positive one 
indicates that the features work well together. 

4. Experimental Results 

In this section, we perform comprehensive experiments on 
handwritten digital recognition dataset to compare the IGFS 
selection algorithm with the three state of the art approaches 
discussed above: The Ranking algorithm, the Minimum 
Redundancy Maximum Relevance criterion and the 
Conditional Mutual Information Maximization criterion. 
 
4.1 Dataset Description 
 
We have used the dataset of handwritten numeral 
recognition from UCI Machine Learning Repository [19]. It 
consists of 649 features on handwritten numerals (‘0’–‘9’). 
These 649 features distribute over the following feature 
sets: 76 Fourier coefficients of the character shapes, 216 
profile correlations, 64 Karhunen-Love coefficients, 240 
pixel averages in 2x3 windows, 47 Zernike moments, 6 
morphological features. There are 200 patterns per class 
(for a total of 2,000 patterns). 
 
4.2 Classifier Description 
 
SVM (Support Vector Machine) is a relatively new and 
promising classification method [20]. It is a margin 
classifier that draws an optimal hyper-plane in the feature 
vector space; this defines a boundary that maximizes the 
margin between data samples in two classes, therefore 
leading to good generalization properties. A key factor in 
SVM is to use kernels to construct nonlinear decision 
boundary.  

In this experimentation, we used the Weka [21] version 
of LIBSVM [22] which allow us to directly construct a 
multiclass SVM with exponential kernel. 
 
4.3 Assessment measure 
 
We assessed classification performance using K-fold cross 
validation. In this assessment method the original sample is 
partitioned into k  sub-samples. Of the k  sub-samples, a 
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single sub-sample is retained as the validation data for 
testing the model, and the remaining 1−k  sub-samples 
are used as training data. The cross-validation process is 
then repeated k  times (the folds), with each of the k  
sub-samples used exactly once as the validation data. The 
k  results from the folds then can be averaged (or otherwise 
combined) to produce a single estimation. Cross validation 
accuracy provides more realistic assessment of classifiers 
which generalize well to unseen data. We used 10-fold 
cross validation [23], [24]. 
 
4.4 Results 
 
Each selection method stops after those thirty variables 
have been selected. Then, the evaluation of the selection is 
done by using a 10-fold cross validation with a SVM 
learning algorithm. The accuracy of classification 
(recognition rate) relatively to the step by step introduction 
of the variables is computed and the evolution of the 
recognition rate using different feature selection algorithm 
is reported in the fig.1. 
 

 
Fig. 1 Evolution of the 10-fold cross validation accuracy of the SVM 
learning algorithm 
 
The above graph show the strength of our proposed 
measure compared with the three well known feature 
selection algorithms. In addition IGFS is better than the 
other algorithm by at least 2% of the recognition rate. 

The analysis of this graph allowed us to take out the 
following results: 
1) The measures based on the mutual information can be 
used for performing feature selection for the problem of 
pattern recognition; 
2) The analysis of the interaction between features must be 
taken into consideration when selecting features for pattern 
recognition. 
 

4. Conclusion and future work 
 
In this paper, we proposed a new evaluation function, called 
IGFS, based on the concept of mutual information and 
interaction gain. The function takes into consideration the 
interaction between features. When the function was used 
with the stepwise selection procedure in the problem of 
pattern recognition, it improves classification accuracy with 
a lesser number of features compared to the other methods. 
The main advantage of the proposal measure is that it takes 
into account different features interaction without 
increasing the computational complexity. 

Further experiments will focus on other pattern 
recognition problems. Moreover, other search strategies 
than the forward selection in order to validate the criterion 
in a wider range of domains. 
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