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Summary
Traditionally, reliable multicast protocols are deterministic in nature. It is precisely this determinism which tends to become their limiting factor when aiming at reliability and scalability, particularly in highly dynamic networks, e.g., ad hoc networks. In multicast communication, many reliable multicast schemes were studied in order to overcome packet losses in the network. This paper describes our effort to build a detailed simulation model for the reliable multicast transport protocol based on measurements taken from a variety of mapping sources and tools. We identify key attributes of a network design to develop the simulation engine model. The attributes of the model, are discussed in details to ensure the features of the protocol those are captured by the simulator. Finally, the results acquired have proven the ability of the simulator to provide a good analysis tool.
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1. Introduction

There are three techniques that may be used as methodologies to model and evaluate the performance of the computer networks; formal analysis, real life measurements and simulation [16][17]. As ad hoc networks are comprised of multiple entities (nodes) interacting in a complex and non deterministic manner, it is not sufficient to only model a single entity nor feasible to model all the interactions that occur. The dynamic nature and fundamental complexity of the MANETs makes formal analysis and real life measurements extremely complicated and certainly costly [10]. From the other side, there are no real-world implementations in "best-practice" for conducting experiments of MANETs, which could play the role of reference models and limit the range of the possible alternatives [3][12]. Thus, the use of simulation in ad hoc network research has proven indispensable and necessary in gathering an understanding of the interactions and performance of proposed mechanisms in ad hoc network research.

The current state of MANET simulation studies published the Proceedings of the ACM International Symposium on Mobile Ad Hoc Networking and Computing (MobiHoc) from 2000-2005 consider simulation as an often used tool to analyze MANETs; 114 out of the 151 MobiHoc papers published (75.5%) used simulation as the basis for the study to test their research [11].

Simulation tools allow researchers to gather an understanding of the complex interactions and resulting performance achieved by proposed mechanisms in an environment that allows for repeatability of experiments and easy prototyping of proposed mechanisms. There are many discrete-event network simulators tools available for the MANET community that allow testing of proposed ad hoc network research [18]. The most popular commercial simulation tools are QualNet [19] and OPNET [15], while the most popular non-commercial simulation tools are Network Simulator-2 (NS-2) [14] and a non-commercial version of QualNet called GloMoSim [26].

Depend on the survey results on [11] shows NS-2 is the most used simulator in MANET research; 35 of the 80 simulation papers 43.8% used NS-2, 27.3% Self-developed or custom simulators, 10% GloMoSim, 6.3% OPNET, 6.3% QualNet, 3.8% MATLAB and 2.5 CSIM simulators tools.

Developing a network simulator requires much time and efforts [21]. Due to limited development resources, network simulators version 2 have the following limitations:

- NS-2 suffers for its lack of modularity and its inherent complexity. Indeed, adding components/protocols or modifying existing ones is not as straightforward as it should be.
- Another well-known weakness of NS-2 is its high consumption of computational resources. A harmful consequence is that NS-2 lacks scalability, which impedes the simulation of large networks [10]. Also, there is a lack of tools to describe simulation scenarios
and analyze or visualize simulation trace files. These tools are often written with scripting languages. The lack of generalized analysis tools may lead to different people measuring different values for the same metric names [4].

- In NS-2, it is self-documented that "there is no dynamic receiver’s advertised window for reliable transmission."

Simulating an ad hoc network using any software tool is a complex task and faces several key challenges because of the dynamic nature of wireless ad hoc nodes. The network topology can change randomly, at unpredictable times [8]. Wireless links generally have limited bandwidth [6]. The majority of nodes rely on short-living batteries [8][9]. The objective of the simulator is to implement the Reliable Multicast Protocol for Wireless Multihop Ad Hoc Networks (ReMHoc) [20] which allows a single sender to deliver packets in ordered manner to a group of multicast receivers. Simulation of ReMHoc protocol also is subject to ad hoc constraints. Therefore, the design of an efficient simulator is critical. Basically every simulation model is a specification of a physical system (or at least some of its components) in terms of a set of states and events. Performing a simulation thus means mimicking the occurrence of events as they evolve in time and recognizing their effects as represented by state future event occurrences induced by states have to be planned (i.e. scheduled).

This paper presents a proposed discrete event simulator model for ReMHoc protocol using C++ code which incorporates efficient characteristics as proven by the result. The simulator encompasses the analysis of feedback suppression in order to avoid negative acknowledgement (NACK) implosion and retransmission exposure.

The remainder of the paper is organized as follows. Section 2 describes the details of the multicast discrete event simulator used and its components. Section 3 describes the simulator structure, simulator engine operations, data structures and events that implemented in the simulator. The simulator framework and its network topology model and mobility model used in the simulator are presented in Section 4. The performance metrics and the results obtaines are presented in Section 6. Section 7 gives a conclusion of the paper.

Fig. 1 Block diagram of MDES

2. Multicast Discrete Event Simulator (MDES)

Fig.1 depicts the block diagram of the developed Multicast Discrete Event Simulator (MDES). The figure shows the data flow and control flow inside a component of the simulator. The component could be a sender or receivers. The data flow is depicted in regular dark line while the control flow is depicted in dashed line. There are two separate buffers for transmission and retransmission. Similarly there are separate transmission mechanisms for multicast and unicast. There are separate entities for managing the control messages for group management and flow control. Also, separate buffers are provided for ACK and NAK. There are two components in the simulator design: Sender and Receivers. The functions of each of them are detailed as follows.

- **Sender Component**
  The sender component is responsible for the transmission of the new data packets; retransmit lost packets or send messages to advertise itself as an ACK processor to the whole group. In addition, it is also responsible for number of other functions like error recovery and congestion control.

- **Receiver Component**
  The receiver component delivers the received data packets to the receiver application. It also sends the ACK and NAK to the sender in accordance with the reception of data packets.

The block diagram in Fig. 1 illustrates briefly how the simulator works. Further details of the simulation procedure are explained below:
1. Simulation variables input is required.
2. From the number of nodes provided, a mesh network topology is created from a set of receiver nodes that are randomly distributed.
3. Built connectivity for each node. When any pair of nodes is located within a distance that is based on the transmission range provided, they would be connected.
4. Implement the traffic mobility model.
5. The simulator engine is responsible for providing the events used for the simulator developed in this paper.
6. Each receiver sends their ACKs / NAKs to the sender.
7. The sender performs local re-transmissions for its children that send NAK packets.
8. After the application of each algorithm, the simulation variables output would be provided. The output includes the performance metrics of the algorithms.

The following sections describe the structure of the MDES and its engine that is used to drive the simulator developed in this research.

3 MDES Structure

The MDES structure depends on messaging system between each component. To understand the details of the messaging system used in the MDES, some understanding of the simulator engine, data structures, message types and events handling are necessary. The following sections describe the development of a discrete event engine that is used to manage the events used for the simulator developed in this paper.

3.1 MDES Engine

The simulator engine is responsible for providing the framework which allows MDES operations to be simulated and data traffic conditions to be generated in the simulator. The following List Events, Event List and Timer Engine are used to implement such an engine.

List Events are responsible for implementing the event driven aspect of the simulator engine and represent events that occur in the simulator. Each List Event contains data associated with the event it represents as well as a reference to the event handler which processes the event. When an event occurs, a corresponding List Event is created and dispatched by activating its handler. So in effect, List Events act as triggers for handlers that carry out operations in the simulator.

In contrast, the Event List and Timer Engine implement the serial and discrete aspect of the simulator engine. Both components form an event scheduler that schedules List Events for future execution.

The event scheduler has been designed to operate as follows. Whenever an event is scheduled, a corresponding List Event is created and passed to the Event List that stores it for future execution. The actual execution of List Events is triggered by the Timer Engine which keeps track of the virtual time in the simulator (in simulator time units) via a counter that is periodically incremented every time cycle. During each cycle, the Event List is called to retrieve and sequentially dispatch all List Events scheduled for the current time. On completion, the Timer Engine increments its counter and proceeds to the next cycle. It is this continual scheduling of List Events on the Event List for their execution by the Timer Engine that drives the MDES simulator forward.

Fig. 2 illustrates how the simulator engine operates. The sender initiates a SEND primitive, causing the engine to schedule a new SEND timer for other outgoing packets. This is accomplished by creating a SEND List Event that represents a SEND timer event and scheduling it via the Event List so that it executes at a future time corresponding to the packets SEND timeout. The Event List then stores this List Event by appending it onto the List Events for execution during that simulator time cycle.

With the simulator engine defined, the remainder of the simulator must be structured around this simulator engine. This is described in the next section.

3.2 Data Structures

These data structures are maintained by the sender and receivers mobile nodes in the simulator. All the nodes running in the simulator are required to maintain the following data structures [13]:

1. Member Table

Member table needs to be maintained by multicast receivers. For each multicast group they are
Member Table. A multicast receiver from its receiving node creates or updates the sender entry in its Table updating the group memberships and routes. When the Route_Table detects duplicates, it builds a Message Cache. When the data structures defined, the message types of the simulator must be defined. This is described in the next section.

3.3 Messages Types

The following four message types are used in the implementation:

Route_Update: This message is used for constructing the routing mesh rooted at the sender on demand. While a multicast sender has packets to send, it periodically broadcasts this message to all members as long as the sender has packets to send. This periodic transmission refreshes the membership information and updates the route in the face of node movements. Every node on receiving a Route_Update message updates the Message Cache by including the sender id of the message, the hop count value and the sequence number of the packet to detect duplicates.

Route_Table: This message used for establishing or updating the group memberships and routes. When the Route_Update message reaches a multicast receiver, the receiving node creates or updates the sender entry in its Member Table. A multicast receiver from its Member Table, it builds a Route_Table and periodic sends it to its neighbors.

Data_Msg: Messages of this type is used by the nodes to send, receive and forward data. On receiving this message the node adds it to the data buffer.

ACK_Msg: Messages of this type is used by the receiver nodes to inform the sender of a packet received. On receiving this message the sender marks the packet as stables.

3.4 Events Handling

After the simulator engine, data structures, message types are defined, the simulator must be show how the events handling by the simulator. This is described in the next section.

Sender sends a Data_Msg: When a sender wants to send a Data_Msg m to a multicast group, it executes the following command:

SEND MULTICAST(s,seq,m) the sender s transfer of this message by broadcasting it to all its one-hop neighbors. Indicates that the sender s wants to multicast a message m to a multicast group; seq is the sequence number.

Node i receives Data_Msg: When a node receives a Data_Msg (j,seq,m) message, it store the seq numbers of the packets that received and the sender id in the Message Cache. This seq number uses to filter out duplicate receipt of a Data_Msg.

Node i sends unicast ACK_Msg: The receiver node sends ACK_Msg to its sender node indicating the status of the received packets. The ACK_Msg used to record the existence of correctly received packets stored in its buffer. The sender node upon receiving ACK_Msg from all the receiver nodes marks message m as stable.

Receiving a Route_Update (i,k,HighestPkt) message: the Route_Update message works together with the JOIN_REQUEST_ACK message to found a path from the multicast mesh to the node requesting to JOIN the multicast. The sending node i is requesting to join the multicast group; k is the id of the node which initiated this Route_Update message; Highestpkt is the maximum value of the packet belonging to the node which have been received.

The Route_Update message initiated by a multicast node (i.e. node u) is processed by each node in the path from u to a current node in the multicast mesh. The path is progressively determined hop-by-hop: the current node (i.e. node i) queries the underlying protocol for the next hop node in the path to the sender node from itself. As the Route_Update message progress towards the sender node, a mesh path in the reverse direction is established by receiver of the Route_Update message (i.e. node i) adding the node from which it received the Route_Update message as on of its Member Table.

A node sends a Route_Update message when it moves to a new location in the network or when it gets (re)connected.
to the network. Due to mobility or disconnection, a node may have not received some of the data messages for the multicast group it belongs to. Hence, Route_Update message is used not only for the initiation of setting up a path for future multicast data messages but also for sending (retransmission) any missing multicast data messages to the joining nodes along the new path being setup. A node \( i \) receiving a Route_Update message can be of one of the following three types: i) a regular node, ii) a multicast node connected to the multicast mesh, and iii) a forwarding node.

**Receiving Route_Table \((i,j,\text{stable})\) message:** the message indicates that a node \( i \) will forward any message which needs to be multicasted to the receiver of this message; node \( j \) is the intended receiver of this Route_Table message; stable is the value of the HighestPKT received correctly just before sending this Route_Table message. A node \( i \) receiving a Route_Update message sends out a Route_Table message to the next node in the path to the initiator of the Route_Update message, unless the node \( i \) is a regular node for which \( \text{HighestPkt}_i \leq \text{HighestPkt}_u \). Similar to Route_Update message, the Route_Table message also establishes path from the initiator node and the final recipient of the Route_Table message. The rationale for having both Route_Update and Route_Table message establish path to multicast mesh is as follows. Suppose a node \( k \) sends out a Route_Update message. In case the topology does not change because of the mobility, the Route_Table will follow the reverse path of the Route_Update message. In this case the Route_Table message just helps to propagate the message stabilization information to the nodes in the path. However, in the presence of node mobility the Route_Update message helps to expedite the setting up of paths to mobile nodes. For example, suppose node \( k \) moves after sending out the Route_Update message. In this case the Route_Table message will be routed to the new location of node \( k \). The portion of the path setup by the Route_Update message will be torn down by the QUIT message sent out by a forwarding node which becomes a leaf node after node \( k \) moves. If a node \( i \) which is already a receiver nodes, receives a Route_Table message for node \( k \) it does two things: i) sends QUIT message up to the sender node and ii) forwards Route_Table message towards node \( k \). This ensures that every node has a single parent node, i.e., paths established by Route_Table messages in fact construct a mesh.

**Receiving a QUIT \((i)\) message:** the message indicates that node \( i \) does not need multicast message. A QUIT message is initiated by a forwarding node in the mesh which becomes a leaf node due to node movements. The QUIT message travels hop-by-hop up the multicast mesh branch tearing down the multicast path up to the sender node. A sender node receiving a QUIT message deletes the node from which it receives the QUIT message from its Member Table.

### 4. Simulator Framework

In this research, a discrete-event simulation program using visual C++ is developed. It is assumed that all nodes and links work properly and none of them fail during the simulation time. The simulation program is run 10 times for the same topology and input variables. The results are taken as the average among these iterations in order to have stable results. The following is the details description of the simulator program constructions.

#### 4.1 Network Topology Model

Network topology is randomly generated for a fixed number of nodes. The location of each node is assumed to be on the two-dimensional coordinate system \((x, y)\) and each location is generated randomly in a uniform distribution. The variables input that needed to create random topology is:

1. The fixed number of nodes in the network
2. The initial network area to begin with
3. Every node has a unique address or ID.

Table 1 summarizes the variables used as input for a simulation of running the reliable multicast routing algorithms. The transmission range used is 250m since it is typical for mobile devices. The scenario area of the simulation is limited to 700m×700m to reduce the likelihood of no connectivity at all when the nodes are allowed to go further than that. This consideration is based on the number of nodes that is 30.

Radio irregularity factors are not considered in these simulations. Therefore, if node \( i \) can send a message to node \( j \), node \( j \) can also send a message to node \( i \).
Table 1: Simulation Parameters

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PACKET_SIZE</td>
<td>512</td>
</tr>
<tr>
<td>NO_NODE</td>
<td>30</td>
</tr>
<tr>
<td>LINK_BW</td>
<td>2Mbps</td>
</tr>
<tr>
<td>TRANSMISSION_RANGE</td>
<td>250 m</td>
</tr>
<tr>
<td>AREA_SIZE</td>
<td>700*700</td>
</tr>
<tr>
<td>MESSAGE_SIZE</td>
<td>2000 pkt</td>
</tr>
<tr>
<td>LOSS_RATIO</td>
<td>0.1</td>
</tr>
<tr>
<td>CACH_SIZE</td>
<td>2000 pkt</td>
</tr>
<tr>
<td>MAX_QUEUING_DELAY</td>
<td>80 ms</td>
</tr>
<tr>
<td>MIN_QUEUING_DELAY</td>
<td>20 ms</td>
</tr>
<tr>
<td>PROPAGATION_DELAY</td>
<td>10 ms</td>
</tr>
</tbody>
</table>

4.2 Neighboring Membership

In order to run a multicast algorithm in the network topology, first specifying the measure to link two adjacent nodes. It is important to determine which nodes could be categorized as neighboring nodes of one node since multicast involves broadcast to initiate the routing to find the multicast membership. The measure to connect one node to its neighboring nodes is the maximum distance that can be reached by the node. Represent this measure by the Eq. 1:

\[ i(x,y) \text{ is neighbor to } j(x,y) \text{ if, } \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2} \leq R \] (1)

where \((i, j)\) represents two adjacent nodes \(i\) and \(j\) such that the distance between those two nodes (represented by the coordinate \((x, y)\) of each node) is less than or equal to the transmission range \(R\).

4.3 Transmission Range

The transmission range is the maximum distance at which the radio signal from a node can be received. Several articles (e.g., [23]) in the literature have discussed the problems associated with specifying the transmission range of a node as a uniform circular representation of the transmission range [7]. Transmission range is assumed to be equal for all nodes in the network. Since it is the characteristic that is represented by a circle centered at each node, the transmission range is therefore the \(R\) mentioned in the previous subsection. The wireless transmission range commonly used is between 100m – 250m. [22] stated that the optimum transmission range in ad hoc wireless networks cannot be represented by a fixed number because there are many factors influence the transmission.

4.4 Error Model

There are two causes for packet dropping. The first is due to the probability of error inherent to each link. The packets dropping probability due to this kind of errors is small. It is assumed that the packet loss probability due to this reason equal to \(10^{-3}\) at each wireless link.

The second reason of errors is a result of buffer overflow in routers and this represents the dominant source for packet error. The value of packet loss probability due to the second reason is generated according to a uniform distribution \(U\) [0, 1]. Thus, the packet loss probability in the link can be represented by the Eq. 2:

\[ \text{Probability of error} = \text{link error rate} + \text{buffer overflow} \] (2)

In the simulation program, the first component of the Eq. 2 is included in the second component in order to determine an average value for the lost ratio for the wireless link. This lost ratio taken as 0.1 as shown in Table 1. Thus the packet is considered to be lost if the uniform function return a value less than 0.1.

4.5 Link Delay Model

There are three reasons related to delay in a link. The first is due to the propagation delay and represent small value and is the same for the same kind of links. The second reason depends on the link bandwidth and packet size. The packet will encounter a smaller delay when it passes a link with higher bandwidth. Also a packet of a smaller size will encounter a smaller delay when passes the same link as compared to a packet of a larger size. Thus, delay in the link is decreased by increasing the link bandwidth and decreasing packet size. The packet size is taken as 512 bytes and the bandwidth is taken as 70 kbps for this research. The third reason of delay in the link is due to congestion in the link and this causes the major reason of delay. The queuing delay is obtained randomly from the uniform distribution \(U\) [20,80] ms. Thus, the link delay can be represented by the Eq. 3:

\[ \text{Link Delay} = \text{prop. delay} + \frac{s}{bw} + \text{queuing delay} \] (3)

Where \(s\) is the packet size and \(bw\) is the link bandwidth. The first and second parts are constant for each link and the third part is obtained from a uniform distribution.
4.6 Random Waypoint Mobility Model

The Random Waypoint Mobility (RWM) model includes pause times between changes in direction and/or speed [25][27]. First the node stays in one location for a certain period of time (i.e., a pause time). Once this time expires, the node chooses a random destination in the simulation area and a speed that is uniformly distributed between $[\text{min}\_{\text{speed}}, \text{max}\_{\text{speed}}]$. The node then travels toward the newly chosen destination with the selected speed. Upon arrival, the node pauses for a specified time period before starting the process again. RWM model is also a widely used mobility model (e.g., [2][5][1][24]).

5. Performance Metrics

The performance of our reliable multicasting protocol in terms of delivery guarantee and bandwidth consumption (control overhead) using the Visual C++ language is experimented extensively. For reasons of comparison, a reliable multicast protocol using a NAK-based buffer management scheme is implemented [20]. Each receiver node multicasts a NAK to entire group whenever it detects a packet loss. Before sending a NAK or a retransmission, a node waits for a random period and suppresses its transmission if it hears a transmission from another node. The nodes that do not cache packets are sent a NAK directly back to the sender. This protocol is denoted as ReMHoc and used as baseline for comparison. The impact of a node mobility and session size on the performance of reliable multicast protocol in a variety of MANET scenarios is analyzed.

The metrics are chosen to evaluate the efficiency in addition to the effectiveness of the protocols. Duplicate request and retransmitted messages are taken into account in these measurements. Then, mean values are calculated for each simulation. The following metrics in performance comparison are used:

- **Percentage of request packets**, percentage of request packets is the ratio of the number of requests for lost packets transmitted by receiver nodes to the total number of original data packets transmitted by sender.

- **Average retransmission packets**, average retransmission packets which is the ratio between the number of retransmission packets transmitted by the sender and group members and the total number of original data packets transmitted by sender.

- **Average end-to-end delay**, average end-to-end delay is calculated as the average difference between the time each data packet is transmitted by the sender and the time it is received by the receiver nodes, and then averaged over the total number of receiver nodes.

5.1 Simulator Results

Figures 3, 4, 5 provide the results of the MDES with the effect of mobility and session size. The Figures show a single source multicasts 2000 packets each packet size is 512-byte data packets to a multicast group. The packet transmission rate is 500 ms between each two transmission window of packets. A receiver’s cache size (CACH_SIZE) of 2000 packets and the cache replacement strategy is First In First Out (FIFO). Session size (i.e., number of multicast group members) varies from 10 to 30 members with steps of 5 nodes. There are more frequent disconnection in the mesh topology caused from the underline on demand multicast protocol [13]; hence, the number of missing packets increases and accordingly the percentage of Requests increases (Fig. 3). It should be noticed that the change in the percentage of Requests is insignificant for higher session sizes. This indicates that more receiver nodes implemented to forwards data packets to other nodes when the speed equal to 20 m/s.

As is seen, the end-to-end delay from the MDES results closely matches the ReMHoc protocol simulation results. At a higher mobility speed of 20 m/s and 10 receiver nodes of 30 nodes, the difference between end-to-end delay from MDES and ReMHoc protocol differ only by $\pm 0.1528$ ms (Fig. 4) while for a 30 nodes this difference goes down to around $\pm 0.0104$ ms (Fig. 4). In general the mean value of this difference is within $\pm 0.04106$ ms. This
is true for retransmission probabilities as well. The difference between retransmission from MDES and ReMHoc protocol differ only by $\pm 0.0001$ (Fig. 5) while for a 30 nodes this difference goes up to around $\pm 0.308$ (Fig. 5). In general the mean value of this difference is within $\pm 0.0115$. From the results obtained, it can be seen that the MDES can recapture the results of previous work.

Fig. 4. The average end-to-end delay with the session size.

Fig. 5. The percentage of retransmission with the session size

6. Conclusion

This paper detailed the proposed simulator engine model for reliable multicast protocol in wireless ad hoc network. This simulator builds on messaging system. It could be an important aspect for the planning and deployment of new reliable multicast protocol. In this paper the development environment based on messaging system that implement in the simulator. Then discussed the design of simulator with basic features including data structures and events used, the network topology uses the random waypoint model for node mobility. In future research to enhancing the ReMHoc protocol requires that the set of receivers to be organized in a structure as a tree. In such an organization, a source node is the root of the tree, and leaf nodes are nodes with no children. The intermediate nodes are responsible for requesting lost packets to their parents and retransmitting those packets to their children under request.
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