A Unified Framework and Sequential Data Cleaning Approach for a Data Warehouse

J. Jebamalar Tamilselvi† and Dr. V. Saravanan††,
PhD Research Scholar         Associate Professor & HOD
Department of Computer Application
Karunya University
Coimbatore – 641 114,Tamilnadu, INDIA

Summary
The data cleaning is the process of identifying and removing the errors in the data warehouse. Data cleaning is very important in the data mining process. Most of the organizations are in the need of quality data. The quality of the data needs to be improved in the data warehouse before the mining process. The framework available for data cleaning offers the fundamental services for data cleaning such as attribute selection, formation of tokens, selection of clustering algorithm, selection of similarity function, selection of elimination function and merge function. This research paper deals about the new framework for data cleaning. It also presents a solution to handle data cleaning process by using a new framework design in a sequential order.
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1. Introduction
Data quality refers an ‘error-free’ approach in the data warehouse. The quality of data needs to be increased by using the data cleaning techniques. Existing data cleaning techniques used to identify record duplicates, missing values, record and field similarities and duplicate elimination [3]. The main objective of data cleaning is to reduce the time and complexity of the mining process and increase the quality of datum in the data warehouse. There are several existing data cleaning techniques that are being used for different purposes. ‘Similarity functions’ are used to find the similarity between records and fields [19]. ‘Duplicate elimination functions’ are used to determine whether two or more records represent the same real world object [4]. All the existing approaches need to be combined to perform the data cleaning work in a sequential order. This paper proposes a new framework for data cleaning that comprises all the existing data cleaning approaches and new approaches to reduce the complexity of data cleaning process and to clean with more flexibility and less effort.

2. Related Literature
In the merge/purge method duplicates within a single table are detected using application-specific rules. To reduce computation complexity, the table is sorted using a domain-specific key, and only records within a sliding window are compared [20].

Duplicate detection in data cleansing frameworks for fuzzy duplicates is pertaining two or more tuples that describe the same real-world entity using different syntaxes. Eliminating fuzzy duplicates is applicable in any database but is critical in data-integration and analytical-processing domains, which involve data warehouses, data mining applications, and decision support systems [27].

Record linkage follows a probabilistic approach [30], [9]. For each record pair, a comparison vector is produced by comparing corresponding attribute values. The record pairs are classified as matched, possibly matched, and unmatched using a linkage rule that assigns each observed comparison vector with a probability for each class. To reduce the number of comparisons, application specific blocking criteria can be used.

Several recent approaches incorporate machine learning into the duplicate detection process. Tejada et al. use a decision tree forest to learn both duplicate detection rules and weights for string transformations, which are used for comparing fields. The string edit distance is a metric commonly used in duplicate detection procedures.

Bilenko and Mooney have shown that machine learning techniques increase the accuracy of the field matching task when string edit distance is used, and in some cases even when token based measures are used [5].
3. Framework Design

Figure 1 shows the framework to clean the data in a sequential order. Each step of the framework is well suited for the different purposes. Some of the data cleaning techniques will be suited for the particular work of the data cleaning process. This framework offers the user interaction by selecting the suitable algorithm. The user has to know each step clearly. This framework will be effective in handling noisy data.

The principle on this framework is as follows:

i. There is a clear need to identify and select attributes. These selected attributes to be used in the other steps.

ii. The well suited token is created to check the similarities between records as well as fields.

iii. Clustering algorithm or blocking method is selected to group the records based on the blocking/clustering key.

iv. There is a need to select similarity functions based on the data type.

v. The elimination function is selected to eliminate the duplicates.

vi. The result or cleaned data is merged by using the merge techniques.

The steps are as follows:

A. Selection of attributes
B. Formation of tokens
C. Selection of clustering algorithm
D. Similarity computation for selected attributes
E. Selection of elimination function
F. Merge

3.1 Selection of attributes

Data warehouse can have millions of records and hundreds of columns. The amount of records and attributes and their relativity is unknown to the users. Attribute selection is very important when comparing two records [15]. This step is the foundation step for all the remaining steps. Therefore time and effort are two important requirements to promptly and qualitatively select the attribute to be considered. The attribute itself may cause inconsistencies and redundancies, due to the use of different names to represent the same attribute or same name for different attributes.

The user needs to identify the attributes that must be included in the analysis; relationship with the other attributes; types of data and the number of distinct field values. Based on the above information user needs to assign a ‘weight’ or ‘rank value’ for the selected attributes. Finally, the highest priority attributes are selected [14].

The amount of data may be enormous: hundreds of thousands of records, each with hundreds of parameters (features, fields, variables, attributes). The data cleaning process will be complex with this large amount of data in the data warehouse. The attribute selection is very important to reduce the time and effort for the further work such as record similarity and elimination process etc. This step is to apply a feature subset selection algorithm for reducing the dimensionality of the input set.
3.2 Formation of Tokens

This step makes use of the selected attribute field values to form a token. The tokens can be created for a single attribute field value or for combined attributes. For example, contact name attribute is selected to create a token for further cleaning process. The contact name attribute is split as first name, middle name and last name. Here first name and last name is combined as contact name to form a token.

Tokens are formed using numeric values, alphanumeric values and alphabetic values. The field values are split. Unimportant elements are removed [title tokens like Mr., Dr. and so on [8].

Numeric tokens comprise only digits [0 – 9]. Alphabetic tokens consist of alphabets (aA - zZ). The first character of each word in the field is considered and the characters are sorted. Alphanumeric tokens comprise of both numeric and alphabetic tokens. It composes a given alphanumeric element into numeric [22].

This step eliminates the need to use the entire string records with multiple passes, for duplicate identification. It also, solves similarity computation problem in a large database by forming token key from some selected fields, to reduce the number of comparisons.

3.3 Selection of Clustering Algorithm

This step selects an algorithm to cluster or group the records based on the block-token key. This block-token key is generated by selecting the first three characters from any one the field of selected attributes. There are several clustering algorithms available to group records that are similar or dissimilar to the objects belonging to another cluster.

At present, many data cleaning tools have been developed using blocking methods. Potentially each record in a data set has to be compared with all the records in the data set. The number of record comparisons will be larger. After the application of clustering algorithms to the same, the numbers of records compared are reduced. As well as, the blocking methods can also be used to reduce the huge number of comparisons. It works in a blocking fashion. i.e They use a record attribute to split the data sets into blocks. There are four blocking methods available such as Standard blocking methods, Bigram indexing, sorted neighborhood method and canopy clustering with TF/IDF [2]. The user can choose clustering algorithm or blocking method to reduce comparisons. The user should select a method according to the data set. The choice of a good blocking method or clustering algorithm can greatly reduce the number of record pair evaluations to be performed and so the user can achieve significant performance analysis.

Data Mining primarily works with large databases. Sorting the large datasets and data duplicate elimination process with this large database faces the scalability problems. The clustering techniques are used to cluster or group the dataset into small group based on the distance values or some threshold values to reduce the time for the elimination process. The data which is not included in the cluster is called as outlier. These clustering techniques will be useful in the elimination process.

3.4 Similarity Computation for Selected Attributes

This step chooses a specific similarity function for each selected attribute. Record linkage algorithms fundamentally depend on string similarity functions for record fields as well as on record similarity functions for string fields. Similarity computation functions depend on the data type. Therefore the user must choose the function according to the attribute’s data type, for example numerical, string and so on.

Different similarity functions are available to calculate similarity between strings. Similarity functions can be categorized into two groups: sequence based similarity functions and token-based similarity functions. Sequence-based similarity functions allow contiguous sequences of mismatched characters. It is defined as the minimum number of insertions, deletions or substitutions necessary to transform one string into another. Sequence-based similarity functions are Hamming distance, String Edit distance, Jaro Winkler string similarity and Jaro. All the above similarity functions are designed and suited for different kinds of strings. For example some functions are suited for short strings or long strings and some functions are based on data types [5].

Sequence-based similarity functions become complicated for larger strings. The token based model avoids these problems by viewing strings as tokens. Token-based similarity functions can be used as the simplest method than the sequence-based similarity functions. The token based similarity functions are Jaccard coefficient, TF-IDF cosine similarity, n-grams and so on [7]. Tokenization is typically performed by treating each individual word of certain minimum length as a separate token or by taking first character from each word. In step2, token has been created for the selected attributes. Each function measures the similarity of selected attributes with other record fields and assigns a similarity value for each field. In the next step, the clustering techniques have been selected to group the fields based on the similarity values.

Accurate similarity functions are important for clustering and duplicate detection problem. Better string distance might also be useful to pair the record as match or
non-match. This matching and non-matching pairs is used to group as cluster and eliminate the duplicates.

3.5 Selection of Elimination function

In step 5, the user selects the elimination function to eliminate the records. During the elimination process, only one copy of exact duplicated records should be retained and eliminate other duplicate records [1] [7]. The elimination process is very important to produce a cleaned data. The above steps are used to identify the duplicate records. This step is used to detect or remove the duplicate records from one cluster or many clusters. Before the elimination process, the user should know the similarity threshold values for all the records which are available in the data set. The similarity threshold values are important for the elimination process. In the elimination process, select all possible pairs from each cluster and compare records within the cluster using the selected attributes. Most of the elimination processes compare records within the cluster only. Sometimes other clusters may have duplicate records, same value as of other clusters. The comparisons of all the clusters are not at all possible due to the time constraint and efficiency.

The same comparison process has been done in step 4. Step 5 also requires a comparison process. Therefore the selection of clustering algorithm or blocking method is important. To reduce a comparison, the user needs to store a threshold value or similarity value as a LOG file. The user should assign threshold criteria to eliminate the duplicate records to find which record is having the lowest threshold value. The elimination process is done in many data cleaning tools based on the threshold values. Several rule-based approaches are proposed for the duplicate elimination process. The distance criteria is the mostly used in the rule based approaches. The commonly available rule based approaches are the ‘Bayes decision rule’ for minimum error, Decision with a Reject Region, ‘Equational theory’ and so on. The user must identify which record has to retain and so on. Finally user needs to select one record to be retained as prime representative and maintain this value in the log file. This primary copy will be used for the incremental cleaning process also for further work.

The duplicate record detection techniques are crucial for improving the quality of the extracted data with imprecise and noisy. This approach can substantially reduce the probability of false mismatches, with a relatively small increase in the running time.

3.6 Merge

This step merges the detected duplicates. The different merging strategies are used to group the record as a single cluster [12]. The user must maintain the merged record and the prime representative as a separate file in the data warehouse. This information helps the user for further changes in the duplicate elimination process.

This merge step will be useful for the incremental data cleaning. Incremental data cleaning deals about checking the new data with the already created file when a new data enters into the data warehouse. So, this reduces the time for the data cleaning process.

4. Conclusion

In the existing data cleaning techniques some of the cleaning methods are implemented. But those existing techniques are good in some part of cleaning process. For example duplicate elimination cleaning tools are suited for data elimination process and similarity cleaning tools is well suited for field similarity and record similarity. To overcome these problems, a new framework is proposed and implemented to comprise all the techniques as single data cleaning tool.

This new framework consists of six elements: Selection of attributes, Formation of tokens, Selection of clustering algorithm, Similarity computation for selected attributes, Selection of elimination function and Merge. This framework will be useful to develop a powerful data cleaning tool by using the existing data cleaning techniques in a sequential order.

To compare this new framework with previous approaches the token concept is included to speed up the data cleaning process and reduce the complexity. The blocking/Clustering function is used to block the records based on the key value to reduce the number of comparison and increase speed of the data cleaning process. Each step of this new framework is specified clearly in a sequential order by means of the six data cleaning process offered such as attribute selection, token formation, similarity computation, clustering, elimination, and merge. This will reduce the effort taken by the user. This framework will be flexible for all kind of data in the relational databases.
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