
IJCSNS International Journal of Computer Science and Network Security, VOL.8 No.6, June 2008 
 

125

Adaptive Data Collection Algorithm for Wireless Sensor Networks 

M. Vahabi,  M. F. A. Rasid, R. S. A. R. Abdullah, and M. H. F. Ghazvini 
Universiti Putra Malaysia,  Serdang, Selangor, Malaysia  

 
 
Summary 
Periodical Data collection from unreachable remote terrain and 
then transmit information to a base station is one of the targeted 
application of sensor networks. The energy restriction of battery 
powered sensor nodes is a big challenge for this network as it is 
difficult or in some cases not feasible to change the power supply 
of motes. Therefore, in order to keep the networks operating for 
long time, efficient utilization of energy is considered with 
highest priority. In this paper we propose TA-PDC-MAC 
protocol - a traffic adaptive periodic data collection MAC which 
is designed in a TDMA fashion. This design is efficient in the 
ways that it assigns the time slots for nodes’ activity due to their 
sampling rates in a collision avoidance manner. This ensures 
minimal consumption of network energy and makes a longer 
network lifetime, as well as it provides small end-to-end delay 
and packet loss ratio. Simulation results show that our protocol 
demonstrates up to 35% better performance than that of most 
recent protocol that proposed for this kind of application, in 
respect of energy consumption. Comparative analysis and 
simulation show that TA-PDC-MAC considerably gives a good 
compromise between energy efficiency and latency and packet 
loss rate. 
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1. Introduction 

Wireless sensor networks are defined as low-cost, low-
power networks consisting of radio nodes equipped with 
sensing devices. The low-cost equipment facilitates large 
deployments, recompensing for the extremely limited 
transmission range associated with the low transmission 
power. Wireless sensor networks have a multitude of 
applications, ranging from environmental to military 
domains. These applications include contamination 
tracking, habitat monitoring, health monitoring, traffic 
monitoring, building surveillance and monitoring, 
industrial and manufacturing automation, distributed 
robotics and enemy tracking in the battlefield.  

Due to the vast variety of sensor applications, they 
should meet some special characteristics. Unlike 
traditional networks, sensor networks do not rely on the 
pre-existing infrastructure. This allows random 
deployment in inaccessible terrains or disaster relief 
operations. Hence, sensor network protocols must possess 

self-organizing capabilities. On the other hand, 
Researchers propose that sensor networks should be scaled 
to the size of the organisms under study, sample data at 
frequencies equivalent to physical phenomenon changes 
that organisms encounter, and deployed to capture the full 
range of the organism’s exposure. Only sensor networks 
with these properties can provide the appropriate fine-
grain information needed for accurate modeling and 
prediction [7, 8].   

In light of common characteristic of many WSN 
application scenarios, that is monitoring some phenomena 
and relaying data toward the sink, two categories of data 
collection can be distinguished; event-based reporting of 
outliers and periodic data collection of key parameters [1]. 
In event-based data collection, the sensors are responsible 
for detecting and reporting events, Examples of event-
based reporting include the localization of a sniper based 
on analyzing the sound of a gunshot [5], and the “A Line 
in the Sand” intrusion detection system [6]. This kind of 
data collection is less demanding in terms of the amount of 
wireless communication, since local filtering is performed 
at the sensor nodes, and only events are propagated to the 
base node. 

In the second category of data collection, periodic 
updates are sent to the base node from the sensor network, 
based on the most recent information sensed from the 
physical parameter.  Example of the periodic monitoring 
class include the observation of nesting patterns of storm 
petrels at Great Duck Island [2], measuring light 
intensities at various heights in a redwood tree [3] and 
logging temperature and humidity in the canopy of potato 
plants for precision agriculture [4]. This approach is also 
further classified into two; query-based data collection 
which also called continuous queries [9], and periodic 
reporting data collection. The first class is used to express 
user or application specific information interest and 
support aggregate queries, such as minimum, average, and 
maximum. These types of queries result in periodically 
generating an aggregate of the recent samples of all nodes. 
Similar to event-based data collection, the raw data is not 
extracted from the network and complex data analysis that 
requires integration of samples from various nodes at 
various times, cannot be performed in the destination, 
because of in-network aggregation.  

The most comprehensive way of data collection is to 
extract raw samples from the network through periodic 
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reporting of each sampled value from every sensor node. 
This scheme enables arbitrary data analysis at a sensor 
stream processing center once the data is collected. Such 
increased flexibility in data analysis comes at the cost of 
high energy consumption due to excessive communication 
and consequently decreases the network lifetime. On way 
of tackling this problem is to use data compression to 
reduce the total size of the data transmitted on the wireless 
channel. But as aforementioned, it will cause inflexibility 
on data analysis and also introducing delays which is 
undesirable for real-time applications [10]. In this study 
we focus on periodic reporting data collection and present 
a novel node scheduling scheme with respect to their 
traffic on an energy efficient manner. 

We present an energy efficient traffic adaptive MAC 
protocol for environmental monitoring application for 
sensor networks with different packet intervals.  

2. Related Works 

Due to the specific energy constrained environment, 
MAC design for sensor networks generally has to take 
energy consumption as one of its primary concerns. There 
have been several MAC protocols specially designed for 
sensor networks. S-MAC [11] is the most renowned 
protocol proposed by Ye et al.. In S-MAC locally 
managed synchronization and periodic sleep/listen 
schedules based on these synchronizations form the basic 
idea behind it. Neighboring nodes form virtual clusters 
based on common sleep schedule to reduce control 
overhead and enable traffic-adaptive wake-up. S-MAC 
also includes the concept of message passing, in which 
long messages are divided into frames and sent in a burst 
to reduce contention latency. 

The other protocol design for WSNs is D-MAC [12]. It 
is an energy efficient and low latency MAC protocol for 
tree-based data gathering in wireless sensor networks. The 
major traffic in WSNs is from sensor nodes to a sink 
which construct a data gathering tree. D-MAC utilizes this 
data gathering tree structure specific to sensor network 
applications to achieve both energy efficiency and low 
packet delivery latency. D-MAC staggers the sleep/listen 
schedule of the nodes in the data gathering tree according 
to its depth in the tree to allow continuous packet 
forwarding flow in which all nodes on the multi-hop path 
can be notified of the data delivery in progress and duty 
cycle adjustment command. Collision avoidance methods 
are not utilized in this protocol; when a number of nodes 
that have the same schedule (the same level in the tree) try 
to send to the same node, collision will occur. 

T-MAC [13] is proposed to enhance the poor results of 
the S-MAC protocol under variable traffic loads. In T-
MAC, the listen period ends when no activation event has 
occurred for a time threshold TA. The decision for TA is 

presented along with some solutions to the early sleeping 
problems. The activation time events include reception of 
any data, sensing of communication on the radio, the end-
of-transmission of a node’s own data packet or 
acknowledgement, etc. 

TRAMA [14] is a TDMA-based algorithm proposed to 
increase the utilization of classical TDMA in an energy 
efficient manner. It is similar to Node Activation Multiple 
Access (NAMA) [5], in which for each time slot a 
distributed election algorithm is used to select one 
transmitter within each two-hop neighborhood. This kind 
of election eliminates the hidden terminal problem and 
hence ensures that all nodes in one-hop neighborhood of 
the transmitter will receive data without any collision. In 
this protocol higher percentage of sleep time and less 
collision probability are achieved, as compared to CSMA 
based protocols. 

The most relevant work to this paper is the protocol 
designed by Erazo et al. [16]. It is a medium access control 
protocol for wireless sensor networks specialized for 
periodic data collection (PDC) applications. It focuses on 
reducing energy consumption in these applications. 
Specifically, it reduces the duty cycle of nodes lowering 
drastically idle listening in a TDMA manner. It also 
proposed a very simple method for synchronization of the 
nodes to follow their own sleep/listen schedules. In its 
next version [17] the route partitioning method was 
introduced to develop this idea for a large scale networks. 

3. Design Overview 

The study of PDC medium access control [16] shows 
its strong energy efficient feature in MAC protocol design 
for environmental monitoring applications, while, it 
supports just one sampling rate for all nodes in the 
network. This protocol cannot provide a fair data 
gathering system for the networks with different packet 
generation rates. Generally, time sampling rate of sensor 
nodes are not same, furthermore in all environmental 
monitoring applications, different sampling intervals due 
to the needs are required.  

We present traffic adaptive PDC (TA-PDC) MAC to 
support networks with high and low sampling rates, which 
is still as energy efficient as the previous model. In this 
section, a brief outline of A-PDC-MAC protocol is given 
first, followed by the problem encountered in the existing 
protocol [17]. Then discuss about our proposed model to 
overcome the shortage. 

TA-PDC-MAC includes approaches to reduce energy 
consumption by lowering the duty cycle as introduced in 
[11, 12, 13]. It also uses staggered time schedule for nodes 
to keep small delay in the entire network. The route 
partitioning method will nullify the hidden terminal 
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problem without using the RTS/CTS packet exchange or 
the virtual carrier sense in similar way as done in [17].  

In our protocol, the sink computes the time schedule of 
all nodes in the network with respect to their data 
generation rate. A node in the network can be involved in 
more than one route and should be capable of following 
different time schedule and duty cycles. In environmental 
monitoring applications it is desired to observe some 
physical variables more frequently than others. We 
propose a method to support sensor nodes with different 
sampling rates while keeping the energy efficiency as well.  

The design goals of our modified protocol are less 
packet delay, lower energy consumption, and less data 
collision. It also benefits a simple unique centralized 
synchronization method. The sink is responsible among 
starting and maintaining the SYNC packets while other 
nodes only broadcast these packets in the area. 

4. Implementation Method 

Route partitioning has two states: initialization and 
maintenance. At the beginning of the initialization state 
sensor nodes dispatch route discovery packets (RD) to the 
sink. As RD packet is traversed through the network, the 
address and the desired sampling rate of each sensor node 
will be added to it. So these RD packets contain the 
complete route from each node to the destination together 
with data generation rate of that node. 

When sink receives all RD packets from the network, it 
will run the proposed algorithm to separate the routes into 
different groups due to node’s data generation rate. Then it 
will check the times in which these sampling rates overlap 
each other, if there is any time then nodes in that route 
should follow their longer duty cycle (DC) to achieve 
more energy efficiency. Table 1 illustrates the algorithm of 
this method.  

Figure 1. illustrates an example to make a better sense 
of the proposed algorithm. Here are two nodes with higher 
sampling rates than other nodes in the network. These 
nodes don’t have same DCs. After receiving all RD 
packets sink performs its route partitioning procedure and 
makes the “main route” matrix object for future use. As 
the sink is aware of all nodes’ sampling rates, it will make 
other routes’ objects due to the existing DCs. Each path 
that has been established in the “high traffic route” will be 
originated by the sink node and ended by the high traffic 
generation node. So it will be a sub-path of the “main 
route” object. Then, sink checks the overlap time between 
higher DCs and the lower one in the network. If there is 
any, the route with lower DC will active during that time. 
In this example, routes 6 and 7 include higher DC nodes. 
As these two routes are sub-paths of main route, they 
don’t need to be active concurrently with main routes’ 
activation time schedule. 

 
TABLE I 

Traffic adaption algorithm 
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There are three main communication patterns in sensor 

network applications. The first involves local data 
exchange and aggregation purely among nearby nodes. 
The second involves the dispatch of control packets and 
interest packets from the sink to sensor nodes. The last and 
the most significant traffic pattern in WSN is data 
gathering from sensor nodes to the sink. The proposed 
wakeup schedule is considered in the third type 
communication pattern, and the control packets have their 
own distinct slot times.  

 

              

 
Fig. 1 An example of route partitioning and traffic adaptation. 

There is more than one duty cycle in the network. Our 
proposed traffic adaption method divides routes into two 
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groups, “main route” and “high traffic routes”. The time 
schedule of each node participated in these two groups 
will determine by proposed algorithm shown in table 3. 
After receiving the SD packet, each node finds its 
contribution in each group of routes. SD packet includes 
the DC of the route, the addresses of nodes in that route, 
inactive time, route size, route type and the time when the 
route should be activated (TS). So each node can find its 
position in the current route. For the case that a node is 
located at the main route, the time schedule of 
transmission and reception period will be calculated by the 
following formulas as in [17]. When nodes in the main 
route get closer to the sink, their receiving and 
transmitting periods get larger. This happens because the 
closer the node is to the sink, the more data it receives 
from other node and the more packets will be relayed. 
Table 2 summarizes the terms used in the algorithm and 
the given equations.  

)1|(|,, +−= iRLtt jDataBjiTX                             (1) 

)|(|,, iRLtt jDataBjiRX −=                                  (2) 
 

TABLE II 
List of symbols 

 
Symbol Quantity 

jiTXt ,,  Duration of transmitting slot of node 
i within route j 

jiRXt ,,  Duration of receiving slot of node i 
within route j 

|| jR  Size of route j 

Bt  Time to TX/RX a byte 

DataL  Data packet length 

 
If a node is located in any of the high traffic routes, it is 

responsible to forward just one data packet with higher 
DC. In fact it should forward the packet that has been 
generated by higher data generation node. So there is no 
need to consider any growth in transmission and reception 
periods of the nodes nearby the sink. Figure 2 shows this 
simple staggered time schedule for a chain including four 
nodes.  

 

 
Fig. 2 Time schedule for nodes in high traffic route   

 
 

TABLE III 
Time schedule algorithm 

 

 

jfromSinkmyPosition

DataBjjfromSinkmyPosition

jfromSinkmyPosition

j

DataBjmyAddressTX

DataBjmyAddressRX

jmyAddressRX

j

jDataBjmyAddressRX

jDataBjmyAddressTX

j

jfromSinkmyPosition

LtfromSinkmyPositionRsizeof

RsizeoffromSinkmyPosition

Ltt

Ltt

t

fromSinkmyPositionRsizeof

fromSinkmyPositionRsizeofLtt

fromSinkmyPositionRsizeofLtt

RsizeoffromSinkmyPositionroutethisinoffsetmycompute

fromSinkmyPosition

,

,

,

,,

,,

,,

,,

,,

,

 rxDelay-packet.TSTimeActivation    
}          

ctiveTimepacket.Ina =riodinactivePe         

)1[])((         

0                 

)1[])](([( if         

          

                 
   else          

0                 

)[])(( if          
{ else    

)}[])((        

)1[])((        

[]))(,(_____        

        
1){  inroute(packet.ma if    

packet.DC riodsamplingpe    
i     

++i       
myAddress)Rj[i]    While(

1=i    
myAddress) n_addressdestinatioIf(packet. 

packet)-(SD Receive

Φ+=

×−−=Φ

=Φ

−≥

=

=

=

==

−=

+−=

=Φ
==

=
=

≠

==

 

5. Energy Analysis 

We consider a network with j paths in main route and 
N nodes in which M number of nodes are high DC. The 
expected energy consumption on a node is sum of energies 
that a node spends in each listen/sleep state. Table 4 
summarizes the terms which we have used in the equations 
and the rest of symbols are as same as what has been 
defined in table II. As there are different duty cycles in 
network, we derive the expected energy spent during 

period as follow: oT
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Where X is defined as follow:  
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If there is no overlap time between sampling rates the 
“X” value will be zero, otherwise it has other value. We 
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focus on data gathering part of communication, and don’t 
consider the energy that spends in other parts of 
initialization and maintenance phase. 

 
TABLE IV 

Symbols used in energy analysis 

Symbol Quantity 

jiE .  Energy consumed in node i within 
path j of main route. 

jiE .′  Energy consumed in node i within 
path j of high traffic route. 

TE  Total energy consumption 

oT  Period of observation 

RXP  Power spent in receive mode 

TXP  Power spent in transmit mode 

SPP  Power spent in sleep mode 

LDCT  Data inter-arrival time of low DC 
nodes 

HDCT  Data inter-arrival time of high DC 
nodes 

jispt ,,  Duration of sleeping slot of node i 
within route j 

 

The expected energy consumption on each node is sum 
of the energy spends in transmitting, receiving and 
sleeping mode. So, 

jiSPjiRXjiTXji EEEE ,,,,,,, ++=     

                    (4) jiSPSPjiRXRXjiTXTX tPtPtP ,,,,,, ... ++=

jiTXjiRXXjisp ttTt ,,,,,, −−=                                   (5) 

Where is equal to  for low DC nodes, and is 
equal to  for high DC nodes. Sleeping time is not 
constant and depends on the location of node in a path, 
route type, and number of routes that the node is involved. 
Since  is significantly less than  or , we 
neglect the energy spent on sleep state. By replacing 
equations (1) and (2) in (4) and ignoring the sleep part we 
can determine the energy consumption on intermediate 
nodes in a route j of main route paths 
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The energy consumed in sink and the last leaf on the path 
can be calculated as follow: 

jDataBRXSink RLtPE ...=                                                   (7) 
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By adding equations (6), (7) and (8) the first term of 
equation (3) will be equal to: 
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The expected energy consumption of this term is equal to: 
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Where, 
jR  is the mean value of all route lengths in the 

network with the variance value of 2

jR
δ  . 

The second term of equation (3) shows the energy 
spending on data gathering in high traffic route. As 
mentioned before, in this part, all intermediate nodes are 
responsible for forwarding high DC nodes’ data and act 
like a router. So each timeslot of transmission or reception 
just lasts for the duration of sending or receiving one data 
packet. Then it can be simply defined that expected total 
energy consumption in this part is equal to: 
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T

MT )..(.. +                                       (11) 

So, the average value of energy consumption in the 
network should be as below: 
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As indicated before, “X” is a factor to eliminate the 
second part of equation (3) if there is an overlap time 
between sampling rates. 

6. Simulation and Results 

We implemented our prototype design with ns-2 
network simulator [18]. Two different scenarios have been 
studied. Both of them include 10 nodes of sensors. The 
first scenario has one high data generation rate node while 
the second one has two nodes located in different routes. 
We consider just one sink node that all data should be 
gathered in it. Nodes are distributed randomly in a 
500×500 m  area. Figure 3. shows our network 
simulation configuration.  

2
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Fig. 3 Network topology   

In this section, the maximum number of high DC nodes 
that can be supported by the proposed model is discussed. 
We have run the simulation for two different scenarios 
with same network configuration as shown in figure 2. In 
first scenario we assume that all nodes in the network are 
working with 100 seconds inter-arrival time and high DC 
nodes are working at 30 seconds inter-arrival time, 
whereas, in the second scenario the inter-arrival time for 
high DC nodes is equal to 60 seconds. The number of high 
DC nodes is incremented by one in each turn of running 
the simulation to observe the network behavior.   

As it is shows in figure 4, the maximum number of 
high DC nodes that can be supported by TA-PDC-MAC is 
equal to 8. If all nodes work with high DC inter-arrival 
time, the proposed model is not suited, because of some 
extra overhead introduced by our model. The trend of 
increasing energy consumption between two consecutive 
point in the graph depends on the size of route that 
connects next high DC node to the sink, 

jR . It is apparent 

that for large amount of
jR , the energy usage is high, 

because more nodes are involved in the route.       
 

 
Fig. 4 Energy consumption with respect to number of high DC nodes, 

with 30 and 100 seconds inter-arrival times.   
 

In the second scenario, we increase the number of high 
DC nodes by one. Figure 5 shows that the maximum 
number of high DC nodes that can be supported, is equal 
to 4. The locations of high DC nodes affect the number of 
them. For selecting the next high DC node, we consider 
the average route length (

jR ) of them equal to 3 for both 

scenarios. On the other hand, it can be revealed that 
difference of high and low duty cycles has a huge impact 
on the optimum number of high DC nodes that can be 
supported by the proposed protocol. For larger difference 
between the existing high and low DCs in the network, the 
number of high DC nodes that can be supported will be 
more. With the same mean path length, in the first 
scenario, 90% of sources can work with high duty cycle, 
whereas in second one up to 40% can be supported. The 
maximum value of energy consumption improvement for 
the first scenario is around 35%, and this value is equal to 
15% for the second one.   
 

 
Fig. 5 Energy consumption with respect to number of high DC nodes, 

with 60 and 100 seconds inter-arrival times.   
 

By considering first term of equation (3) of part D in 
section III, and replacing  instead of , that give 
us the energy consumption of main route, and let it be 
equal to equation (12); the number of high DC nodes can 
be found. The energy consumed by PDC-MAC that works 
with high duty cycle will be: 
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By making this equation equal to the last introduced 
formula in (12), the number of high DC nodes will be as 
follow: 
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Where, jR′ is the mean route length of high traffic routes 

and depends on the location of high DC nodes in the 
network. 

Figure 6. illustrates the packet delay for both scenarios. 
The inter-arrival time is set to 100 seconds for low DC 
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nodes whereas, this value is equal to 30 and 60 seconds 
for high DC nodes in first and second scenario 
respectively. We compare our model with PDC-MAC 
protocol that works with low duty cycle (DC=100). It is 
clearly observed that our protocol outperform the PDC-
MAC in both scenarios.  The packet delay increases 
linearly with the number of high DC nodes in PDC-MAC 
design. The reason is that each packet has to wait in 
sender’s buffer for one sleep cycle in each high DC node. 
It is interesting to note that for larger difference between 
high and low duty cycles in the network, the slope of 
increasing packet delay will be higher. This can be 
explained by the fact that for the large difference, time 
packets should wait in buffer for next activation cycle is 
more; since they should wait longer at sender to be 
collected by the network.      

 

 
Fig. 6 Packet delay with respect to number of high DC nodes, for 
scenarios (60,100) and (30,100) seconds inter-arrival times.    

 

Figure 7. shows the packet loss rate of  both scenarios. 
This graph indicates that our model is far suited  than  
PDC-MAC protocol in its low duty cycle mode. By 
increasing number of  high DC nodes in network the 
amount of packet loss rate will increase  drastically in 
PDC-MAC, whereas, it is kept in the acceptable level by 
the proposed model. Also it is obvious that for the large 
difference between high and low duty cycles, the value of 
packet loss will be increased by the PDC-MAC, where it 
doesn’t have any effect on our model.  

 

 
Fig. 7 Packet loss rate with respect to number of high DC nodes, for 

scenarios (60,100) and (30,100) seconds inter-arrival times.    
 

7. Conclusion 

In this paper the Traffic Adaptive PDC-MAC protocol 
is designed. The proposed model focuses on energy 
efficiency for environmental monitoring applications with 
different data generation rate nodes. Reducing packet 
latency and packet loss rate are the second issues of this 
work. By eliminating idle listening, considerable amount 
of energy can be saved. This will be achieved by 
scheduling the activation time of each node with respect to 
the generation time of packets. For supporting more than 
one sampling rate in the network and keeping the desirable 
amount of energy consumption, we introduced a traffic 
adaption algorithm. This algorithm makes the protocol to 
tolerate with different traffic generation rate. Without this 
method the amount of energy consumption and also packet 
delay and packet loss rate for networks under different 
traffic generation rates, will be very high. The simulation 
results show improvement on packet loss rate and packet 
delay with reasonable energy consumption level.     
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