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Summary

This paper describes a novel method of variable
reordering for Reduced Ordered Binary Decision
Diagrams (ROBDD). The proposed method results in
ROBDD with lesser number of nodes and lesser APL. The
variable order in ROBDD is important since it affects the
number of ROBDD nodes. The problem of constructing an
ROBDD with minimum number of nodes has become of
growing importance since there is no unique method that
can be used to obtain the least number of nodes for all
Boolean functions. In this work, the proposed variable
ordering methods uses the graph topology to find the
optimal variable ordering; therefore the input Boolean
function (benchmark circuits) are converted to a
unidirectional graph. The variable order is found by
substituting the values of logic 1 and logic O for all the
variables. The variable that produces minimal sub graph is
assigned as next variable in variable order. This process of
assignment and selection is repeated iteratively until all
variables are selected. The efficiency of the proposed
method is demonstrated by building the ROBDD for
selected benchmark circuits. The number of nodes is then
compared for proposed method with existing methods in
Colorado University Decision Diagram (CUDD) package.
The experimental results using benchmark circuits show
that the proposed method is an encouraging approach
towards minimizing the evaluation time and number of
nodes for a Boolean function.
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1. Introduction

For the last two decades Binary Decision Diagrams (BDD)
has gained great popularity as a method for representing
discrete functions. BDD in general is a direct acyclic
graph representation of a Boolean function proposed by
Akers and Bryant [1], [2]. The success of this technique
has attracted many researchers in the area of synthesis and
verification of digital VLSI circuits. Since BDD allow
efficient representation of many practical functions [3], [4],
BDDs have become very popular data structures. The
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efficiency of BDDs depends mainly on the size of their
graph representations.

The size of the BDD dramatically depends on the
chosen order of variables [5], [6], [7]. Finding a better
variable order is often worth spending considerable
computational effort [8]. Some functions, such as adders,
lead to BDD sizes that are exponential to the number of
input variables. But some other variable orderings lead to
linear complexity for BDD sizes. Determining an optimal
variable ordering is an NP-hard problem [9]. Another
parameter critical during the construction of BDDs is the
maximal memory requirement, which is directly
proportional to the number of nodes. A good ordering can
lead to a smaller BDD and faster runtime, whereas a bad
ordering can lead to an exponential growth in the size of
BDD and hence can exceed the available memory [10].
Accordingly, much attention has been devoted to
techniques for finding a good variable ordering. All these
variable ordering techniques fall into two categories:
Static Variable Ordering (SVO) algorithms [11], [12] and
Dynamic Variable Ordering (DVO) algorithms [6], [13].

The evaluation time is also another important
parameter, when BDDs are used to evaluate logic
functions. The evaluation time is proportional to the path
length in the BDD. Therefore, minimization of the path
length can improve the performance of the circuit, which
will eventually increase the quality of the final
implementation. In general the minimum path length in
Decision Diagrams (DD) is important in databases, pattern
recognition, logic simulation and software synthesis
[14].The minimization of Average Path Length (APL)
proposed in [14], [15], [16] reduces the average evaluation
time of logic functions. The minimization of the APL
leads to circuits with a smaller depth on the paths from
Root to Terminal nodes. By this, the circuit is optimized
for speed and the number of very long paths is reduced
[17]. The APL minimization is very much effective in
Real time operating system applications [18], [19], [20].
The minimization of Longest Path Length (LPL) of BDD
can reduce the longest evaluation time which is more
important for Pass Transistor Logic (PTL) [21], [21], [22].
One of the main problems with the pass transistor network
is the presence of long paths: the delay of a chain of n pass
transistors is proportional to n%. The path length can be
reduced by inserting buffers, but this increases area.
Hence the minimization of longest evaluation time will
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improve the performance of the circuit [21], [22]. We
proposed an algorithm for finding the optimal variable
ordering for the minimization of BDD with regard to
number of nodes and the Path length. The resulted initial
variable order will produce the BDD with minimum
possible APL and consequently reducing the number of
nodes to an affordable size.

This paper is organized as follows. Besides section one
being an introduction, we will discuss the necessary
terminology and definitions in section two. In Section
three, we propose the method to calculate the minimum
APL and number of nodes of BDD based on good variable
ordering. Section four explains the proposed method using
an example. The experimental results are given in section
five. Finally in section six we conclude our paper with an
outline of our future work.

2. Preliminaries

Basic definitions for BDDs are given in [1], [2], [23], [24].
In the following we review some of these definitions.

Definition 1: A BDD is a directed acyclic graph (DAG).
The graph has two sink nodes labeled 0 and 1 representing
the Boolean functions 0 and 1. Each non-sink node is
labeled with a Boolean variable v and has two out-edges
labeled 1 (if then) and O (or else). Each non-sink node
represents the Boolean function corresponding to its 1
edge if v=1, or the Boolean function corresponding to its 0
edge if v=0.

Definition 2: An Ordered BDD (OBDD) is a BDD in
which each variable is encountered no more than once in
any path. The order of variables is same along each path.

Definition 3: A Reduced OBDD (ROBDD) is an OBDD
that is reduced by two reduction rules: deletion rule and
merging rule. These Reduction rules remove redundancies
from the OBDD.

2.1 Variable Ordering

The size of a BDD is largely affected (and varies from
linear to exponential) by the choice of the variable
ordering. Figure 1 illustrates the effect of the variable
ordering on the size of BDDs [1] for the following
Boolean function (1):

F=X X X Xy - Xg - Xy + X X+ X, 1)

(b} 3

Figure 1- Effect of variable ordering on the size of BDDs

Definition 4: In a BDD, a sequence of edge and nodes
leading from the root node to a terminal node is a Path.
The number of non-terminal nodes on the path is the Path
Length.

() |y

Definition 5: The APL is equal to the sum of the node
traversing probabilities of the non-terminal nodes [14],
[18], which give the following equation (2):

N-1

APL= Y P(v,) 2)
i=0

Where, N denotes the number of non-terminal nodes.

Definition 6: The edge traversing probability, denoted by
P(ei;) (or P(e;;)), is the fraction of all 2" assignments

of values to the variables whose path includes €;, ( or €;;),
where €;, ( or ;) denotes the 0-edge ( or the 1-edge)
directed from away node V; [14]. Since all paths include

the root node, this node is traversed with probability 1.00.
Since all assignments to values of variables are equally
likely, we can use the following equation (3) to calculate

the P(V;) for the rest of the nodes:

P00 peo) - Ple) ®

Definition 7: The Longest Path Length (LPL) of a BDD
denoted by LPL (BDD), is the Length of the Longest Path
from the root to terminal node.

Example 1: Consider the BDD graph given in Figure 2, we
will calculate the APL in following order:
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The root node P(V,) is always equal to 1.00. Then we
P(V,) = P(g,) =0.50 and
P(V,) = P(e,,) = 0.50. In a similar manner we calculate
P(V;) =P(e,,)=0.25

P(V,) = P(e,,) = 0.25

P(V;) = P(e40 )+ P(e11) =0.125+0.25=0.375

So,

APL — Iiop(vi) — 2875

calculate the

LPL = LongestPath =X, & X; &> X, > X, =4

Figure 2- Node Traversing Probability in a BDD

Definition 8: In a Decision Diagram (DD) for logic
function f , the memory size of the DD, denoted by Mem

(DD), is the number of words needed to represent the DD
in memory [18].

In a memory, each non-terminal node requires an index
and pointers to the succeeding nodes. Since each non-
terminal node in a BDD has two pointers, the memory size
needed to represent a BDD is

Mem(BDD) = (2+1) x nodes (BDD) @)

3. Proposed Method

The proposed method is a static variable ordering
technique [25], [26], [30]. The main focus of the research
work is to develop methods to reduce the complexity of
Boolean functions by finding optimal variable order for
the corresponding ROBDD. The software that will be used
for the entire research work is CUDD (Colorado
university decision diagram)[27] package with C interface.
The following steps will be performed in the proposed
method

Step 1: Using the BLIF file, a graph with input, output and
intermediate nodes is developed and stored in the RAM.

Step 2: The values of 0 is assigned to first variable and the
graph is simplified.

Step 3: The parameters of the new graph (number of
nodes) are recorded.

Step 4: The value of 1 is assigned to first variable and the
graph is simplified.

Step 5: The parameters of the new graph (number of
nodes) are recorded.

Step 6: Steps 2 to 5 are repeated for all the remaining
variables.

Step 7: The assignment (1 or 0) that produced minimum
graph parameter is selected as the variable in the order.

Step 8: Steps 2 to 7 are repeated for the new simplified
graph in a recursive way and all the other variables in the
order are found.

Step 9: Using the variable order generated, the ROBDD s
built with minimum nodes.

Step 10: The method is repeated for benchmark circuits
and results are tabulated to prove the efficiency of the
proposed method.

4. Example

In the following we explain the proposed method
mentioned in section 3 using an example. Consider the
BLIF (Berkley logic interchange format) file shown in the
figure 3.

.model basic
npute ABCD
outputs 2

names A BC D ZE
oot

1111

1000 1

et

Figure 3- Example BLIF file

The circuit in figure 3 has four inputs (A,B,C,D) and
one output (Z). The circuit is converted into a graph
shown in figure 4.
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Figure 4- Graph for the example BLIF file
From figure 4 it can be seen that the complete BLIF
function requires 8 nodes in the graph. To find the variable
order, the variable A is substituted the value of logic zero
and simplified. After substitution and reduction (of A=0) a
new sub graph in figure 5 is obtained.

B—NO
c—NOT z
D

Figure 5-Sub graph for variable A= 0

From the sub graph (figure 5) for A=0 it can be seen
that the complete graph reduces from 8 nodes to 3 nodes.
Next the variable A is assigned the value of logic 1 (in
figure 4) and simplified. After assignment (A=1) and
simplification the figure 6 is obtained.

Figure 6- Sub graph for variable A=1

For the substitution of variable A to the value of logic
1 the graph (figure 6) reduces to 6 nodes. After assigning
values of logic one and zero for variable A, the variable B
is assigned the values. From the graph of full circuit the
variable B is assigned a value of logic 0. After assignment
of B=0 the graph in figure 7 is obtained.

Figure 7- Sub graph for variable B =0
From figure 7 it can be inferred that the substitution of
logic zero to variable B gives a sub graph of 6 nodes. Next
variable B is assigned the value of logic 1 and simplified.
Thus figure 8 is obtained for B = 1.

A

C

CAND > Z

D
Figure 8- Sub graph for variable B = 1
By substituting logic 1 to variable B we get the sub graph
(figure 8) with 1 node. Similarly values of logic 0 and
logic 1 is assigned to the remaining variables (C,D) and
sub graphs (figure 9 to figure 12) are obtained.

Figure 9- Sub graph for variable C=0

A
B—CAND>Z
D
Figure 10- Sub graph for variable C =1
A
B—(NOT>—AND > Z
C 9]

Figure 11- Sub graph for variable D = 0

Figure 12- Sub graph for variable D = 1
The number of nodes in the sub graphs (after
substitution and simplification) is summarized in table 1.

Table 1: Number of nodes in sub graphs

“Yariable A, B C ]

Aszsigned
“alue

Murmber

ofnodes | 3l plglq|g|1]3|6
in sub

graph

From the table we can infer that simplification occurs
maximum to 1 node. The sub graph gets one node when B
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is substituted with logic 1 or C is substituted with logic 1.
The variable that produces minimum nodes is selected as
next variable in the ROBDD variable order. In this case B
is selected as first variable in order since it produces
minimum nodes for assignment of logic 1. Variable C
(C=1) also produced 1 node but is not selected since B
precedes C in the substitution order.

To generate other variables in order we start wit the sub
graph that produced minimum nodes (with B=1). Figure 8
is taken as parent graph and sub graphs are built with the
remaining variables(A,C,D). This process is repeated
iteratively until all the variables in the order are found.

The example shown in this section is a simple BLIF file
with 4 variables and single output. The example is also a
simple single level PLA structure. The proposed method
explained in this section was applied to much complex
ISCAS benchmarks with multi level circuits and with
many intermediate nodes.

5. Experimental Results

In this section we present experimental results obtained
for selected ISCAS benchmark circuits [28], [29] using the
Colorado University Decision Diagram (CUDD) package.
The CUDD provided interface for C programming. The
proposed model was implemented with approximately
2000 lines of C program. Table 2 illustrates the results of
the proposed method and eleven different CUDD methods.
The results indicate the superiority of the proposed method,
in terms of number of nodes. It is difficult to conduct a
head-to-head comparison of different variables ordering
techniques due to the fact that other parameters such as
memory used while reordering, time taken to reorder,
algorithm complexity etc. need to be considered when
comparing the results. Based on the experimental results it
can be inferred that the proposed method performs better

than most of the CUDD methods for most of the circuits.
Circuits alu2, b1, b12, ¢8, cc, cht, cm138a, cm162a, cmb,
cordic, decod, lld, misex2, sqrt8, s1rt8ml, sgar5 and tcon
produced lesser nodes than all the eleven methods in
CUDD. The remaining circuits produced lesser nodes than
most of the CUDD methods. Apart from the number of
nodes the experiment was conducted for APL. Table 3
illustrates the APL generated for the benchmarks with the
proposed method and eleven other CUDD methods. From
the results in table 3, it can be inferred that the proposed
method performs better in APL than most of the existing
methods in CUDD.

6. Conclusion

A new algorithm for minimizing the Evaluation time in
BDD has been developed. The algorithm has been
implemented using ISCAS benchmark circuits and the
results have been compared with the eleven CUDD
reordering methods. Experimental results indicates that
this algorithm is promising, yielding better results than
more mature reordering techniques for most of the
benchmarks. It is also quite clear that the minimization of
the Evaluation time of a BDD can improve the
performance of the circuit, and have a strong influence on
the quality of the final implementation. Our future work
and developments will concentrate on investigating
LPL(Longest Path Length) and SPL(Shortest Path Length)
minimization for larger scale benchmark circuits.
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Table 2- Experimental Results (number of nodes)

Murmber of NODES (Existing CUDD methods)
) Symm Group Proposed
Benchmark | hdamrandom| o | Sit [Symm) 0 (Group " " Raindow2lAnnesiingSanatic Meathod
pivot cormerge | sifl sift
EI:II'I'l'E'rgE' conve rgE
Expl 107 107 a0 o4 a0 a4 a4 a4 04 co a0 107
alu? 220 X0 1321 319 320 19 320 39 319 318 18 211
alud 253 800 |[B49]| 976 961 976 a81 a0 80 975 954 g92
apexnd 1410 | 1406 [1458] 1457 | 1453 | 1457 [ 1458 | 1457 1457 1586 | 1586 | 1422
apexs 2051 | 1790 |1B79| 1767 | 1FEF | 1767 | 1762 [ 1793 1793 3522 | 3536 | 1945
b1 12 12 12 12 12 12 12 12 12 12 12 11
b12 102 102 | @0 ] 103 a3 =] a7 a7 EQ a3 43
cH 154 154 | 146 | 146 146 146 146 146 145 139 139 1249
cC 111 115 | 112] 125 125 125 125 125 125 125 125 103
chi 219 218 |18 156 218 156 214 197 197 213 240 162
clip 175 185 | 185| 1B5 165 185 164 137 137 128 128 1E3
ermi3Ba 56 5 a5 g5 56 5B f6 85 85 o] 56 53
cmi&0a 45 45 a3 K| 33 33 33 33 33 ] 33 35
cmiGZa 96 01 [ 114 ] 114 114 114 114 114 114 114 114 il
cin163a 54 54 40 40 40 40 40 40 40 a0 40 50
cmi 52 52 52 52 52 52 52 a2 b 52 52 49
conl 19 19 19 18 19 1B 19 18 18 19 19 19
cordic 107 110 a1 K] 93 93 £ a3 g3 1] 93 B4
count 225 25 | 6| ME Al 216 216 216 Pal] & 216 230
Cos 4142 | 4358 |2B55| JBA4 | AFE0 | SH24 | @856 | J8Ed 2862 2E28 | 2828 | 3063
cu 92 &0 =il o1 a9z 93 =) 92 92 E0 =) H
decod 96 5 95 5] 96 96 95 95 5] 56 95 9
gxdp 979 BE3 | 783 | TE7 773 767 761 728 724 726 730 773
exampls? 910 X5 | Bs0| TBd4 o7 VB3 BI0 796 755 784 793 A55
sl 213 212 194 | 1931 191 191 191 191 191 191 191 182
Idd 163 163 | 160 | 151 1E5 172 187 172 172 185 185 142
tmigex 7B 74 71 7o 71 75 76 74 74 Fi 71 74
igexn2 183 185 | 179 | 179 161 179 170 178 179 181 180 171
sgrid 4B 18 43 48 4B 4B B2 44 44 a5 45 40
zigriBml 45 15 2] 45 45 4B 45 Ad 44 a5 45 42
sgquars 61 ED &5 =] 55 =11} 55 E1 1 ED B0 55
iahleh 2230 | 2216 1997 1827 | 1831 | 1827 [ 1831 [ 1837 1827 1B [ 183 1862
tcon 4B 18 43 48 4B 4B 4B 43 48 18 48 45
112 228 324 | 37| 20a Cle] 209 30e 209 208 33 323 283
%2 &0 & 51 51 51 51 62 51 51 51 51 55
xd 1152 | 1100 | 972 | @8BS AO2 BR4 [ 1286 | 137 1317 1326 | 1319 | 1128
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Table 3- Experimental Results (APL)
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