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Summary 
This paper describes a semi-stateless approach based on a fuzzy 
logic system for wireless mobile ad hoc networks. The proposed 
model, called FuzzyMARS, assures service differentiation 
delivery with low delay transmission. FuzzyMARS integrates a 
set of mechanisms: a fuzzy logic system for best-effort traffic 
regulation, three schemes for real-time traffic regulation, and an 
admission control mechanism for real-time traffic control. The 
architecture supports both real-time UDP traffic and best-effort 
UDP and TCP traffic. The use of fuzzy logic in wireless ad hoc 
networks, as simulations show, can add more flexibility and 
capability when operating with imprecise or instable information 
collected in an dynamic topology. The performance evaluation of 
the proposed model was studied under different mobility, 
channel, and traffic conditions. The results of simulations 
confirm that the proposed model can achieve a low and stable 
end-to-end delay under different network scalability and mobility 
conditions. Fuzzy logic techniques promise to be efficient tools 
for reducing delay transmission of multimedia applications in 
wireless ad hoc networks and deserve further attention and study.      
. 
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1. Introduction 

Current accelerated developments in wireless and 
computer technology will soon allow ad hoc networks to 
become practicable and valuable in a wide variety of 
applications. Session-based real-time applications such as 
multimedia voice conversations are among the most 
desired future applications of ad hoc networks, and the 
evolution of multimedia technology and its commercial 
interest to reach the wide public have made Quality of 
Service (QoS) in wireless mobile ad hoc networks an 
avoidable task. QoS assures the guaranty by the network 
to satisfy a set of predetermined service requirements for 
the user in terms of end-to-end delay, available bandwidth, 
and so on. QoS support is of central of importance in 
determining the success of the network-user relation. 
 
 
Providing multimedia service with QoS guarantee in 
wireless ad hoc networks is more complex than in fixed-IP 
networks. The characteristics of an ad hoc network present 
a significant challenge; this is because of the limited 

bandwidth resource, dynamic topology, distributed multi-
hop communication, and shared wireless medium. Several 
woks (see Section II) have been dedicated to address these 
issues. The existing QoS approaches can be classified into 
“stateful” and “stateless” approaches according to the 
implemented mechanisms used to support QoS. It is 
observed that the stateful approaches (e.g., [1], [3]) need 
for signalling and complex control mechanisms in order to 
refresh and update per-flow state information. These 
schemes need flow state information to be maintained in 
the network nodes, which is both difficult to manage in 
highly dynamic networks, and poorly scalable when the 
number of mobile nodes grows. On the other hand, the 
stateless approaches (e.g., [2]) choose not to use and 
maintain flow state information. Rather, they typically use 
feedback-based mechanisms and local control to support 
service differentiation and real-time services. However, in 
the case of relatively large networks with high dynamics, 
the stateless source-based approaches may get an old view 
of the real status of resources (for instance, bandwidth). 
This may cause the problem we call “illusory readings”, in 
which multiple source nodes read the state of the network 
simultaneously. This problem can lead to the admission of 
more traffic than what an intermediate node can really 
support. 

In this paper, we detail a fuzzy logic QoS approach for 
wireless ad hoc network, named FuzzyMARS. The 
presented approach, first presented succinctly in [4] is a 
semi-stateless model with service differentiation delivery 
and fuzzy logic traffic regulation. FuzzyMARS makes 
uses of fuzzy logic theory for best-effort traffic regulation, 
and proposes schemes for real-time traffic regulation, and 
admission control. As shown in the preliminary results 
depicted in [4], the benefit of the proposed model is the 
reduction of the average delay of real-time traffic 
comparatively to other known models. In this paper, we 
detail a comprehensive study of the model and its 
mechanisms; specifically the fuzzy logic system for best-
effort traffic regulation, three regulation schemes in order 
to assure the control of real-time traffic, and the admission 
control mechanism to support real-time traffic and service 
differentiation delivery. Comprehensive simulation sets 
show that the model achieves a lower and more stable 
delay than other counterparts while keeping sensitively the 
same average throughputs.  

FuzzyMARS model does not require the support of a QoS-
capable MAC to deliver service differentiation. Rather, 
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real-time services are built using existing IEEE 802.11 
best-effort MAC technology. The admission control with a 
temporary reservation process (TRP) is used for UDP real-
time traffic. The objective of the regulation technique is to 
adjust dynamically the transmission of traffic according to 
the network conditions in order to assure a good utilization 
of resources. The response to the fluctuations is performed 
by the source nodes, which adjust consequently the 
transmissions. The proposed FuzzyMARS model is a 
semi-stateless approach.  It tries to take some advantages 
and overcome some problems of both “stateless” and 
“stateful” approaches and uses only some minimal 
information at network nodes.  

The rest of this paper is organized as follows. Section II 
presents a survey of the related works. In Section III, we 
describe the main mechanisms of FuzzyMARS 
architecture. Section IV shows the performance results of 
FuzzyMARS over both SWAN and IEEE 802.11 MAC 
models under various network simulation conditions. 
Finally, Section V concludes the paper. 

2. Related Works 

The QoS satisfaction problem in wireless ad hoc network 
has been studied by many researchers. A survey of the 
existed works reveals that there are many sub-problems 
that are often brought up when attempting to provide QoS 
in a wireless mobile network environment. The researches 
in the area of supporting QoS in the MANETs tend to deal 
with the following issues: the QoS routing issue that 
address the best and simple way to find a path through the 
network that is capable of supporting a requested level of 
QoS. The variation in resources availability issue that deal 
with the response to the changes in the resources 
availability, either as a response to the network mobility, 
or to the variations in the node links characteristics. The 
QoS maintenance issue that address the rescheduling and 
the availability of new routes which can support existing 
QoS commitments when the network topology changes. 
Other topics such as QoS-based medium access controllers 
and fairness issues are also very interesting problems.   

Recently, there has been research in the area of supporting 
QoS in MANETs. The works that exist tend to be based 
on distributed scheduling algorithms that address QoS 
routing issue, QoS-based medium access controllers, 
rescheduling when the network topology changes, and 
fairness issues. The works in [7]-[15] have studied the 
QoS routing issue. In [7], we have proposed a flexible 
QoS routing protocol (AQOPC) based on multi-service 
classes and multi-path scheme. It provides information 
about the state of bandwidth, end-to-end delay and hop 
count in the network. It performs accurate admission 

control and optimal use of network resources by 
calculating multiple paths and generating the needed 
service classes to support different QoS user requirements. 
In [13], a core-extraction distributed ad hoc routing 
(CEDAR) algorithm is proposed that uses core extraction, 
link state propagation, and route computation to support 
QOS in wireless ad hoc networks. In [8], the authors have 
addressed the problem of supporting real-time 
communications in a multihop mobile network using QoS 
routing that permits bandwidth calculation and slot 
reservation. This protocol can be applied to two important 
scenarios: multimedia ad hoc wireless networks and 
multihop extension wireless ATM networks. The ad hoc 
QoS on-demand routing (AQOR) is discussed in [9], 
which integrates signaling functions for resource 
reservation and QoS maintenance at per-flow granularity.  

Some works [8], [13] have proposed table-driven routing 
approaches for QoS support. However, their performances 
are low compared to reactive approaches, due to the 
problem of stale route information [14]. A link-state QoS 
routing protocol for ad hoc networks (QOLSR) was 
proposed in [10] in the aim of implementing QoS 
functionality to deal with limited available resources in a 
dynamic environment. A ticket-based QoS routing 
protocol was proposed in [11]. This protocol is based on a 
model which assumes that the bandwidth of a link can be 
determined independently of its neighboring links. Using 
the same model, [12] proposes a QoS multi-path routing 
protocol based on a ticket-distribution scheme to satisfy 
bandwidth constraints. Unfortunately, this scheme does 
not consider radio interference problems. The proposed 
QoS routing protocols can also be classified into two 
schemes: source routing and distributed routing. Most of 
the existing distributed algorithms (e.g., [15]) require the 
maintaining of a global network state at every node, which 
may cause the scalability problem. On the other hand, the 
source routing schemes such as [14] suffer from problems 
of scalability and frequent updates of the state of the 
network. 

It is important to note that the ability to provide QoS 
depends also on how well the resources are managed at the 
MAC layer. Some among the works cited above used 
generic QoS measures and are not tuned to a particular 
MAC layer [2], [11]. Some others use CDMA to eliminate 
the interference between different transmissions [8], [16]. 
The authors in [17] have introduced an on-demand, link-
state, multi-path QoS routing protocol which collects 
information of link bandwidth from source to destination 
under the CDMA-over-TDMA channel model. Similarly, 
CDMA-over-TDMA channel model has been adopted in 
[16] by using the notion of a time slot on a link to 
calculate the end-to-end path bandwidth. The same model 
has been used for calculating the end-to-end path 
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bandwidth to develop on-demand QoS routing [8] and 
DSVD based QoS routing [16]. 

Other researches presents mechanisms that enable QoS 
support independent of the routing protocols. The most 
noteworthy QoS models attempting to establish 
comprehensive solutions for MANETs are SWAN [2], 
FQMM [6], and INSINGIA [1]. SWAN proposes a service 
differentiation in stateless wireless ad hoc networks by 
using distributed control algorithms. It relies on feedback 
from the MAC layer as a measure of congestion in the 
network by using a mechanism of rate control and source-
based admission control. It promotes a rate control system 
that can be used at each node to treat traffic either as real-
time or best-effort traffic. However, one of the drawbacks 
of SWAN is how to calculate the threshold rate limiting 
any excessive delay that might be experienced. It also uses 
merely two levels of services: real-time and best-effort 
traffic.  

SWAN and INSIGNIA are intranet QoS models providing 
services that have to be mapped to either per-flow or per-
class services, but SWAN remains the best example of 
stateless distributed QoS framework developed for 
wireless ad hoc networks. INSIGNIA is one of the 
noteworthy QoS frameworks with per-flow granularity 
and reasonable treatment for mobility. The main goal of 
INSIGNIA is to provide adaptive QoS guarantees for real-
time traffic. It employs an in-band signaling system that 
supports fast reservation, restoration, and adaptation 
algorithms. Three levels of services are implemented: 
best-effort, minimum, and maximum. The bandwidth is 
the only QoS parameter used in INSIGNIA. FQMM is a 
hybrid approach combining the advantages of per-class 
granularity of DiffServ with the per-flow granularity of 
IntServ. It tries to preserve the per-flow granularity for a 
small portion of traffic in MANETs, given that a large 
amount of the traffic belongs to per aggregate of flows, 
that is, per-class granularity. FQMM offers a good 
solution for small- and medium-size ad hoc network, but it 
is not suitable for large networks. We have proposed an 
intelligent QoS model with service differentiation based 
on neural networks in mobile ad hoc networks named 
GQOS [5]. The main objective was to satisfy some QoS 
requirements, especially the reduction of end-to-end delay, 
in networks whose topologies change at low to medium 
rate. GQOS is composed of a kernel plan which assures 
basic functions of routing and QoS support control, and an 
intelligent learning plan which assures the training of 
GQOS kernel operations by using multilayered 
feedforward neural network (MFNN). The advantages of 

using neural networks algorithm is the fast learning of 
different operations performed by the kernel and the 
reduction of the time processing in the network using the 
training process. 

3. FuzzyMARS Architecture 

3.1. Overview of FuzzyMARS Architecture  

Figure 1 illustrates the FuzzyMARS architecture. The 
presented schematic diagram aims to support QoS and to 
adapt to the dynamic changes of the environment. This is 
achieved by the cooperation between a set of 
functionalities and mechanisms integrating a fuzzy logic 
system. The routing scheme and the temporary resource 
reservation process perform the discovery of routes and 
bandwidth reservation as will be discussed in the next 
section. The admission controller efficiently estimates the 
local available bandwidth at each node. Many multimedia 
applications such as VOIP (Voice over IP) and MOIP 
(Multimedia over IP) are delay sensitive or bandwidth 
sensitive applications. Hence, providing information about 
real network state can be useful for the decision of 
acceptance of new flow. The decision to admit a new flow 
is done by the admission control mechanism. The 
classifier is able to differentiate between flows in terms of 
QoS requirements; best-effort flows and real-time flows, 
in order to delay the best-effort packets. Note that even the 
admission control is performed to guaranty enough 
available bandwidth before accepting new flow; the 
congestion may be occurred in the network because of 
mobility of nodes. Therefore, it is of central of importance 
to assure the traffic regulation. The classified best-effort 
packets are regulated using a fuzzy logic system according 
to the application requirements and the network state. The 
fuzzy best-effort regulation uses the feedback delay 
received from the MAC layer. The fuzzy regulation 
process is performed in three steps: fuzzification, 
inference rules evaluation, and deffuzification. On the 
other hand, three schemes are proposed in order to assure 
the regulation of real-time traffic when congestion is 
observed in the network. In FuzzyMARS model, like in 
SWAN, it is not necessary to support the QoS-capable 
MAC to deliver service differentiation. Rather, real-time 
services are built using existing best-effort IEEE 802.11 
MAC technology. In the rest of the paper, we give more 
details about the proposed architecture mechanisms. 
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3.2 The admission control mechanism  

In this section, we present the admission control 
mechanism and the process of temporary resource 
reservation. The main task of the admission control is to 
determine whether the available resources in a network 
can meet the requirements of a new flow while 
maintaining bandwidth levels for existing flows. 
Accordingly, the decision is performed on the acceptance 
or reject of flow requirement. This function is conducted 
together by the source node and other intermediate nodes. 
Note that in FuzzyMARS, the source node has a final 
decision to accept or reject the user QoS requirements 
based on the feedback information about the state of the 
network. This feedback measure is the packet delay 
measured by the MAC layer, which is calculated as in [2] 
by the difference between the time of receiving an ACK 
packet (from the next-hop) and the time of sending a 
packet to the MAC layer (from the upper layer). Such in 
SWAN, the use of a shared wireless channel allows the 
mobile nodes to listen to packets sent within radio 
transmission range. This feature allows the admission 
control to measure the local available bandwidth at each 
node in the network. The measured available bandwidth is 
then used by the admission controller to decide if the flow 
can be admitted for a particular service.  The real-time 

traffic measured by the admission controller is on terms of 
bits per second. Note that the cooperation between the 
admission control mechanism and the proposed regulation 
techniques (Section 3.3 and 3.4) assures that the total 
traffic (i.e., best-effort and real-time traffic) is bellow a 
certain threshold rate that would cause congestion and 
trigger an excessive delay. 

In order to avoid the problem of illusory readings, the 
admission control is performed not only at the source node, 
but also at the intermediates nodes. The problem of 
illusory readings is aggravated in the stateless approaches 
where intermediate nodes do not maintain state 
information, and admission control is conducted only at 
the source node in a decentralized manner. This is because 
multiple source nodes can read simultaneously the state of 
the network (via request/response probes) and may admit 
more traffic than what an intermediate node can support. 
The illusory readings may appear also during the period of 
network exploration, (i.e. the time between a probe request 
is sent and a probe response is received at the source node). 
The source nodes may receive responses to their requests 
indicating that resources are available when in fact they 
are not. The following example illustrates the problem of 
illusory readings. Consider two voice flows at a rate of 32 
Kbps and one video flow at a rate of 200 Kbps. If we 
consider that the available bandwidth at a common 
intermediate node is 220 Kbps, then only one single video 
flow could be supported. However, as there is no 
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Figure 1: A schematic diagram of FuzzyMARS model 
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reservation mechanism at the intermediate nodes, all flows 
will be initiated. This results in an aggregation of 264 
Kbps at the common node. To overcome this problem of 
local congestion which may cause excessive delay for 
multimedia application, some stateless approaches such as 
SWAN use AIMD rate control. However, as mentioned 
earlier, such approaches do not prevent the illusory 
readings. The proposed model uses a fuzzy regulation 
scheme besides the admission controller. The subsections 
below explain the temporary reservation process (TRP) 
integrated with the admission controller. 

The admission control mechanism first evaluates the 
available bandwidth in the network, so that the bandwidth 
requirements of all the flows do not exceed the resources 
in the network. The estimation of the end-to-end available 
bandwidth is performed by sending a request from source 
node toward the destination. For that purpose, an UDP 
control packet is exploited by using an additional field “B” 
that contains initially the value of the requested bandwidth 
“Breq”. At each intermediate node, a comparison is 
performed between the value of B and the available 
bandwidth “Bavai” of the current node. The value of the 
field B is updated if it is bigger than the value Bavai of the 
current node. When the destination receives the UDP 
control packet, then B represents the minimum bandwidth 
available along the path, and it is copied from UDP to a 
newly generated short replay message (SRM). The latter 
packet is transmitted back to the source node, in the same 
time as the performance of the temporary resource 
reservation process (TRP). Additional fields are used 
during TRP mechanism, which are stored in each 
intermediary node in order to specify the “temporary 
reservation status” of node, the “status duration” and the 
“flow_identifier”. The first field is set to value of the 
reserved bandwidth and the status duration is set to a 
certain value “T”. T indicates the period of time within 
which the temporary reservation is performed. Note that 
even when the temporary reservation is performed by a 
flow, other flows can also exploit the available resources 
of the node. The reserved bandwidth is released just after 
the expiration of T duration. 

In what follows, we evaluate the right status duration to be 
set at a particular node. The computation of the right status 
duration needs to take into account the number of hops 
between the source and the particular node, and also the 
delays between the intermediate nodes.  Let consider tΔ  
the temporary reservation interval of a flow in a given 
intermediate node. Other flows originating from other 
source nodes can also use the available resources 
during tΔ . Letμ  be the target delivery rate which defines 
the desired percentage of packets to be sent within the QoS 
constraint, where 1=μ  corresponds to best QoS guaranty 

and 0=μ corresponds to the best-effort transmission. 
Then, (1) verifies the probability that tΔ  is bigger than a 
given time value δ and the flow request to be accepted. 

μδ ≥≥Δ ][ tP          (1) 

A good evaluation of (1) requires the destination to be 
acquainted with the statistical descriptions of delay of each 
node along the path. However, in many cases, the 
statistical distribution of such parameter can be 
approximated by a Gaussian distribution. Under this 
hypothesis, and assuming independency among nodes 
statistics, the temporary reservation time among the nodes 
turns out to be a Gaussian variable. If we consider Trm  

and 2
Trσ  the statistical average and variance of the 

random variable rT , respectively ( rT  is the temporary 
reservation time in a given node), then the temporary 
reservation interval statistics can be expressed as follows:   

[ ] ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ −
−=≥Δ

Tr

TrmQtP
σ

δδ 1             (2) 

Where Q represents the complementary distribution 
function of a Gaussian variable with mean 0 and variance 
1.  
Let υ  be the actual time satisfaction provided by the 
intermediate node as given by (2). Hence, the flow request 
would be satisfied even if the average temporary 
reservation time was decreased to the value Trm given by 
(3): 

[ ]μσυ −−= − 11Qm TrTr                 (3) 
The satisfaction of the requested target delivery rate for a 
given flow is met if the temporary reservation time is 
greater than Trm  ( Trm is the time bound of the temporary 

reservation interval). After the duration Trm , the 
temporary reservation status of a node is set to 0. This 
assures a good utilization of resources, because it permits 
to the reserved resources to be released in order to be used 
by other flows. 

3.3 Fuzzy logic for best-effort traffic regulation 

 
Fuzzy logic theory [20]-[23] was first introduced as a tool 
for modeling the uncertainly of natural language, and has 
been commonly employed for supporting intelligent 
systems. The Fuzzy logic has proven efficiency in various 
areas and several applications such as decision support and 
intelligent control, especially where a system is difficult to 
be characterized. A fuzzy logic system considers basically 
three steps: fuzzification, rules evaluation, and 
deffuzification. The first step is responsible for mapping 
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discrete (called also crisp) input data into proper values in 
the fuzzy logic space. For that end, membership functions 
(fuzzy sets) are used to provide smooth transitions from 
false to true (0 to 1). The second step performs reasoning 
on the input data by following predefined fuzzy rules. 
Once the input data are processed by fuzzy reasoning, the 
deffuzification takes the task of converting back these 
input data into crisp values.    
 
We propose to regulate the best-effort traffic by using a 
fuzzy logic system. The use of fuzzy logic can add more 
flexibility and capability of operating with imprecise 
information due to the nodes mobility in the wireless ad 
hoc network. The feedback delays from MAC layer is the 
key parameter of the proposed strategy which ensures that 
best-effort traffic coexist well with real-time traffic.     
    
The feedback measure represents the packet delay 
measured by MAC layer. IEEE 802.11 MAC is used a part 
of the proposed model. Hence, the measure of the packet 
delays is performed as follows: at the reception of packet 
by MAC layer, the later listens to the channel and differs 
the access to the channel according to the CSMA/CA 
algorithm. When the MAC gets access to the channel, then 
RTS-CTS-DATA-ACK packets are exchanged. The 
reception of ACK packet by the transmitter means that the 
packet was successfully received by the receiver. The time 
taken to send the packet between transmitter and receiver 
including total differed time represent the packet delay. 
This delay is calculated as the difference between the time 
that a packet is passed to the MAC layer (from the upper 
layer), and the time of reception of ACK packet from the 
receiver. Note that the received packet delay can reflect 
the network state; a high delay signifies that a possible 
situation of congestion is occurred in the network. Thus, 
when one or more packets have greater delays than a 
certain value, the rate control is triggered in order to 
reduce the traffic because may be there is a situation of 
congestion in the network. In FuzzyMARS model, the 
fuzzy best-effort regulation is combined with the technique 
of additive increase used in the classic AIMD algorithm. 
The simulation of the proposed model shows that the fuzzy 
logic modeling promises to offer an efficient tool for the 
traffic delay minimization in the wireless ad hoc networks.  

 
FuzzyMARS proposes to control the regulation rate by 
means of a fuzzy logic system in response to the feedback 

delay. The regulation process of the best-effort traffic 
using fuzzy logic is performed in three steps: in the first 
step, the delay-measurements are transformed into fuzzy 
sets; then in the second step, a set of fuzzy rules are 
applied into the fuzzy input in order to compute the fuzzy 
outputs. The third step translates the fuzzy outputs into 
crisp values.   

      
1) Fuzzification: the fuzzy input in our system is the delay-
measurement obtained as feedback from MAC layer. The 
traffic regulation rate represents the fuzzy output. These 
two parameters have to be converted into fuzzy sets. The 
fuzzy set is different from an ordinary set, because a fuzzy 
set may contain elements that have different degree of 
membership in a set, whereas the elements of an ordinary 
set are considered members of a particular set if they have 
full membership in this set [22],[23].            
 
For instance, when the delay-measurement is considered 
in an ordinary set, then it can only be either low or high 
and not both simultaneously. However, the delay-
measurement in a fuzzy set can be classified as: not high, 
medium, or quite low. Thus, the membership of an 
element may be not the same over various fuzzy set. The 
membership function in a fuzzy set, represented as line or 
a curve, indicates how to map each input or output 
parameter onto a membership value. The later is obtained 
by the process of mapping the parameter value onto a 
membership function.   

 
Figure 2 show the different levels that we considered 

in a fuzzy set: low (L), medium (M), and high (H). The 
threshold of each level is also defined. Let consider in 
Figure 2 that the threshold for low delay-measurement is 2 
msec, for medium delay-measurement it is 3 msec, and for 
high delay-measurement it is 4 msec. Then, by mapping 
the current delay-measurement onto the graph of the 
membership function, the delay will be allocated with a 
membership value in each set between 0 and 1. For 
example, in Figure 2 if the current delay-measurement is 
2.3 msec, then this value can be fuzzified into low delay 
with the degree of 0.7, medium delay with the degree of 
0.3 and high delay with the degree of 0. The fuzzification 
process of the delay-measurement and traffic regulation 
rate is illustrated in Figure 2.a and 2.b. 
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2) Rule evaluation: during this process, a set of fuzzy rules 
is applied over fuzzy sets by an inference engine. In 
general, the fuzzy rules are presented as a set of rules “if 
(…) then (…)”. In our study, we use the rule that explains 
the traffic regulation mechanism: 
<< If the delay-measurement is increased, then reduce the 
actual traffic rate >>.    
 
An increase in the delay-measurement signifies that data 
packets take more time to be received by the destination 
node, which means that a possible congestion is occurred. 
Consequently, the decrease in the traffic transmission has 
to be performed in the aim of reducing the congestion 
level occurred in the network. Thus, the decision-making 
logic of the traffic regulation rate follows the delay-
measurement parameter. Note that when the delay-
measurement falls into more than one set, more than one 
decision set can be resulted.   
 
3) Defuzzification: in this step, the fuzzy decision sets 
obtained are converted into precise quantities. There are 
several heuristics methods that permit to perform the 
defuzzification: the mean of maximum, the center of area, 
and the max criterion [21]. In this study, we have used the 
mean of maxima (MoM) method [22] as defuzzifier 

because of its light computational complexity. The 
evaluation result is obtained as the average of the elements 
that reach the maximum grade in a fuzzy set.  
For example, let consider that the delay-measurement 
received by a node is 2.3 msec. Then, the regulation rate is 
determined by using a fuzzy inference process, which is 
performed in three steps: 

 
 

1) Fuzzification: Figure 2.a and 2.b show the fuzzification 
step. The delay-measurement 2.3 msec is fuzzified into 
medium delay with the degree of 0.3 and low delay with 
the degree of 0.7. 

 
2) Rule evaluation: a set of rules “if (…) then (…)” is 
applied in order to determine the fuzzy output. 
- if the delay-measurement is low, then the decreasing 

rate regulation is low, 
- if the delay-measurement is medium, then the 

decreasing rate regulation is medium.    
The obtained value (0.7 for low, and 0.3 for medium 
delay) cut respectively, the set “low” and “medium” of the 
output parameter.  

 
3) Defuzzification: this step chooses a representative value 
to the resulted fuzzy set as the final output. For that aim, 
the mean of maxima is applied. Then, the node performs 
the regulation of the best-effort traffic according to the 
representative solution. 

 

3.4 Dynamic regulation schemes  

 
In a wireless mobile ad hoc network, the admission 

control alone can not assure QoS guarantee since the 
topology may change after the admission of flows. The 
network may experience congestion under mobility. Thus, 
in such situation there is a need to regulate traffic. The 
objective of the regulation technique is to adjust 
dynamically the transmission of the traffic according to 
network conditions in order to assure a good utilization of 
resources. The source nodes respond to the fluctuations 
and initiate the adjustments consequently. The detection of 
overload or congestion at a particular node is possible by 
periodic measurements of the traffic rate. In the proposed 
approach, when a congestion is detected, the congested 
node sends a congestion notification message (CNM) to 
the source node. Note that this mechanism is different from 
the one used in other approaches such as SWAN. In the 
later, it is the destination node who monitors for 
congestion and notifies the source node using an additional 
message in a network which is already overloaded. To 
show the theoretical gain obtained by FuzzyMARS 
comparatively to SWAN, let consider the scheme in Figure 

2,3 

0,7 
1 

0,3 

membership degree 

  delay-measurement 1 2 3 4 

L M H

0 

1 

membership degree 

regulation rate (%)1 5 10 20 

L M H 

0 

1 

regulation rate (%)1 5 10 20 
0 

0,7
0,3 

L M H 

membership degree 

2.a) Fuzzy input value of the delay-measurement 

2.b) Fuzzy output value of the traffic regulation rate 

2.c)  Defuzzification process 

Figure 2.   Fuzzification and defuzzification process 



IJCSNS International Journal of Computer Science and Network Security, VOL.8 No.8, August 2008 
 

 

379

3; where n is the number of hops between source S and 
destination D, k is the number of hops between P (the 
congested node) and S, and t the average transmission time 
between two hops. 

 
 
 
 
 
 
 
 
 
The time required by SWAN to notify S is: 
 TCswan=(2n-k) t 
The time required by FuzzyMARS to notify S is: 
TCFuzzyMARS =k t 
Hence, the gain of time is shown in (4):  
TCG = TCswan – TCFuzzyMARS = (2n – k) t – k t  
TCG = 2 (n – k) t             (4)           

 
The gain of time obtained is useful in various multimedia 
applications such as VOIP or video, where the time 
constraint represents a challenge. The time optimized in 
(4) permits in one side, to regulate the traffic sent sooner 
after the detection of congestion, and on the other side to 
minimize the end-to-end delay. Upon the reception of 
CNM packet by the source node, the later tries to re-
establish the session taking into account both the minimum 
requirement of the original bandwidth requested and the 
new state of the network. It is important to note that the 
sources nodes do not immediately initiate reestablishment 
upon receipt of a regulate message. Rather, each source 
node waits for a random amount of time before initiating 
the reestablishment of traffic. This feature avoid that a 
number of source nodes simultaneously initiate regulation.  
 
The proposed model assures that the best-effort flows are 
first reducing their transmission rate (using the fuzzy 
regulation scheme described in Section III.C) in order to 
give bandwidth to real-time traffic. The following schemes 
are proposed to assure the real-time traffic regulation: 
 
1. Flows-based Regulation  

In the flow-based regulation scheme (FuzzyMARS-1), the 
intermediate node detecting the congestion sends a CNM 
packet to all source nodes which originated the flows. For 
each source node, the CNM packet includes the traffic 
regulation rate. Some stateless models such as SWAN, 
send a notification without specify the rate of flow 
regulation. The new rates in FuzzyMARS-1 are calculated 
as follows: 

rr
N

r

N

N

hCfCf

hCfCf
hCfCf

−=

−=
−=

..

..
222

111

   (5) 

Cf1, Cf2… Cfn are the old rates of the congested sessions, 
and CfN

1, CfN
2… CfN

n are the new ones. Note 
that ThCfCfCf r >+++ .....21 , where r represents 
the number of flows, and Th represents the threshold 
admission rate. The distribution of the bandwidth rate over 
the congested sessions is performed equitably by asking 
each source j to reduce its traffic rate by a value 

jh calculated in (6). 
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2.  Priority-Based Regulation  

In this scheme (FuzzyMARS-2), rather than considering 
all congested sessions to have the same priority, we 
consider different priorities for the flows. In this case, we 
take into consideration the priority of the flow within the 
flow sets. The notion of priority is important in many 
applications and can be useful in several areas. This kind 
of regulation scheme has not been considered (to the best 
of our knowledge) in other existing stateless ad hoc models. 
Note that packets belonging to lower priority flows are 
selectively dropped prior to packets of higher priority 
flows. The computations below describe how to compute 
the new rates of the congested sessions in FuzzyMARS-2:   
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node, and destination 
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Where 1p , 2p , …., rp  are the priorities of the different 

flows, and 1γ , 2γ , …., rγ  the corresponding priority 

factors calculated by (8). Note that a priority factor jγ of a 

flow j is always comprised between 0 and 1.  
 

3. Constraint-based regulation  

This scheme of regulation (FuzzyMARS-3) is a way of 
scheduling between a set of congested flows. This 
scheduling scheme is realized according to the flow 
constraints. For instance, if the priority is given to the 
delay constraint, then the flow with bandwidth constraint 
can be delayed in the case of congestion. The congested 
node selects a set of congested flows (Г) for a period of 
time (T) and then calculates a new congested set as 
described in (9).  

JBD fffT δβα ++=Γ )(    (9) 
 

Where α, β, δ are the ponderation factor which selects the 
flow to be regulated according to the application constraint 
and the network state, and fD, fB, fJ  are the flows traversing 
the congested node characterized respectively by the 
constraints of delay, bandwidth, and jitter. 
 
Assuming that Cfg is a set of k flows to be regulated and 

Cfg  is the set of the prioritized flows. The flows of the 
later set are not delayed, which means that they pass, 
without regulation, through the congested node because of 
their prioritized constraint. The regulation rate factor h  is 
calculated as follows:  
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This regulation scheme is useful when a constraint-based 
preference is considered between the congested flows in 
the network.  

4. Performance Evaluation 

In this section, we evaluate the performances of the 
proposed QoS architecture. The simulator used, is the 
scalable and efficient NS-2 simulator. Each mobile host 
has a transmission range of 250 meters and shares an 11 
Mbps radio channel with its neighboring nodes. The 
simulation is realized in two steps: the first one 
investigates the performance of the proposed model in an 
environment characterized by a single shared channel. This 
simulation is the same as the ad hoc model defined in 

IEEE 802.11 standard. The second simulation considers a 
multihop environment with different mobility scenarios. 
The proposed mechanisms implemented in the simulation 
are: the admission controller, the first regulation scheme of 
real-time traffic (FuzzyMARS-1), and the fuzzy logic 
scheme for best effort-traffic regulation.  
 
We compare the network performance of the proposed 
model with both the ‘original model’ and the SWAN 
model described in [2] and. We use the word ‘original 
model’ to refer to IEEE 802.11 wireless networks without 
FuzzyMARS mechanisms. We ran a large set of 
simulations in order to better understand the characteristics 
of the proposed model and to study several cases as will be 
described in what follows. 

4.1 Performance of a single shared channel 

In this experiment, we consider a single hop simulation 
environment that consists of a square shape of 150m x 
150m. All wireless ad hoc mobile nodes share a single 
radio channel of 11 Mbps. The source and destination 
nodes associated with flows are distributed among the 
mobile nodes in the wireless ad hoc network. The 
simulation considers a variety of flows types; real-time 
flows, FTP macro-flows, and WEB micro-flows. The 
video and voice flows representing real-time traffic are 
active and monitored for the duration of 100 seconds. 
Video traffic is modeled as 200 Kbps constant rate traffic 
with a packet size of 512 bytes. Voice traffic is modeled as 
32 Kbps constant rate traffic with a packet size of 80 bytes.  

The implemented single hop network considers a 
multiple scenarios of TCP best-effort traffic, 4 voice and 4 
video flows in the aim of better understand the properties 
of the FuzzyMARS regulation. The TCP traffic is modeled 
as a mixture of FTP and Web traffic. Web traffic 
represents micro-flows, whereas FTP traffic corresponds 
to macro-flows. TCP flows are greedy FTP type of traffic 
with packet size of 512 bytes. Web traffic is modeled as 
short TCP file transfers with random file size and random 
silent period between transfers. The file size is driven from 
a Pareto distribution with a mean file size of 10 Kbytes and 
a shape parameter of 1.2. The length of the silent period 
between two transfers is also Pareto in distribution with 
the same shape parameter with a mean of 10 seconds.  

Figure 4 and 5 show the scalability impact of number of 
UDP video flows on the average end-to-end delay. Figure 
4 show the comparison between FuzzyMARS and the 
original model, and Figure 5 observes the comparison 
between FuzzyMARS and SWAN model. The simulation 
uses a mixture of real-time traffic and TCP best-effort 
traffic which consists of 16 Web and FTP flows. It is 
observed in Figure 4 that the original model shows an 
average end-to-end delay larger than 12 msec with only 5 
video flows and over 20 msec with 15 or more video flows. 
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FuzzyMARS shows delays inferior to 2 msec with 5 video 
flows and less than 2.5 msec with 20 video flows. Hence, 
the reduction achieved by FuzzyMARS in terms of the 
average end-to-end delay is then superior to 85% in 
comparison to the original model. On the other hand, 
Figure 5 illustrates that for up to 20 video flows, 
FuzzyMARS outperforms SWAN by about 8-17%. The 
average delay in both models grows slowly as the video 
flows number increases. When the number of video flows 
becomes high, the average end-to-end delay of traffic in 
SWAN becomes slightly smaller than in FuzzyMARS. The 
impact of high number of video flows on the delay is due 
essentially to the congestion in the nodes. When the packet 
delay is increased beyond a certain threshold, some flows 
are dropped in order to maintain low delay for the 
remaining flows. 

 

 

 
The impact of the scalability of a growing number of 

web micro-flows on the average end-to-end delay in 
FuzzyMARS compared to the original and SWAN models 
is shown respectively, in Figure 6 and 7. It is observed in 
Figure 6 that the increasing number of web micro-flows 
has much more impact on the average delay in the original 
model than in FuzzyMARS. The average end-to-end delay 
in FuzzyMARS remains around 2 msec, whereas in the 
original model the average end-to-end delay grows from 
1.8 to 7 msec when the number of web micro-flows 
increases from 8 to 72 web micro-flows. On the hand, it is 
observed in Figure 7 that the average delay of traffic in 
SWAN and FuzzyMARS models is similar for up to 32 

web micro-flows. When the number of web micro-flows is 
smaller than 16, the average delay in SWAN is smaller 
than that in FuzzyMARS by about 13%. However, for the 
highest number web micro-flows, the average end-to-end 
delay of traffic in FuzzyMARS becomes smaller than in 
SWAN. The gain achieved by the proposed model, 
comparatively to SWAN model in terms of average end-to-
end delay, is about 14-25%.  

 

 

 
 
In the following, we show some illustrations of the trace 

graph obtained in the simulation. Figures 8-10 show the 
impact of TCP flows (e.g., FTP macro-flows with web 
micro-flows) scalability on the average delay in 
FuzzyMARS in the single hop network. The simulation 
uses a mixture of 8 real-time flows and TCP flows, which 
are modeled as in the previous simulations. These Figures 
show a trace of the packet delays versus the simulation 
time using respectively, 10, 20, and 30 TCP flows. It is 
observed that the average end-to-end delay in the proposed 
model increases as the number of FTP macro-flows and 
web micro-flows becomes high. For different scenarios of 
flows scalability in the proposed model, the average delay 
grows slowly, and the traffic delay becomes almost 
constant with small and medium number of TCP flows, 
and it grows only for the highest scalability scenarios. The 
average delay in Figures 8, 9 and 10 is respectively, 1.96 
msec, 2.25 msec, and 2.63 msec. The previous results 
show that the proposed model provides low delay even in a 
wireless network with a high number of TCP flows 
scenarios.     
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Figure 4: Average delay in the original and FuzzyMARS 

models vs. number of video flows 
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Figure 5: Average delay in FuzzyMARS and SWAN 

models vs. number of video flows 

Figure 6: Average delay in the original and FuzzyMARS 
models vs. number of web micro-flows 

 
Figure 7: Average delay in FuzzyMARS and SWAN 

models vs. number of web micro-flows 
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The results obtained in this section illustrate that the 

proposed model can support real-time traffic with low 
delay in one single channel environment. In what follows, 
we will investigate the case of a multihop network under 
various traffic and mobility scenarios.   

4.2 Performance in multihop environment 

The multihop network considered in this section consists 
of 50 mobile nodes. The network area has a rectangular 
shape of 1500m x 300m that minimizes the effect of 
network partitioning. The flows traverse three intermediate 

nodes on average between source and destination. The 
network area has a rectangular shape of 1500m x 300m 
that minimizes the effect of network partitioning. The 
AODV protocol [18] is chosen as the routing protocol 
referred to in Figure 1. In this multihop network, we 
consider a mixture of real-time and TCP best-effort traffic. 
The real-time traffic is modeled as 4 voice and 4 video 
flows. The TCP traffic is modeled as a mixture of web and 
FTP traffic.  
 
The scalability impact of the increasing number of TCP 
flows on the average end-to-end delay and throughput of 
traffic is presented in Figures 11-14. Figure 11 illustrates a 
significant difference in terms of the average delay 
between the proposed model and the original model. The 
average delay in FuzzyMARS grows slowly with the 
increasing number of TCP flows, and it remains almost 
less than 3 msec. In contrast, the average delay in the 
original model grows from 7 to 31 msec as the number of 
TCP flows increases from 2 to 12 flows. Hence, the gain 
achieved by the proposed model, in terms of the average 
end-to-end delay, is by about 70-85%. Figure 12 shows the 
average end-to-end delay in both FuzzyMARS and SWAN 
models. It is shown that the average delay remains almost 
less than 3 msec in the proposed model, whereas in SWAN 
model the average delay is around 5 msec. This means that 
the achieved gain is about 41% in terms of average delay. 
We observe the impact of growing number of TCP flows 
on the average throughput in Figures 13 and 14. The 
average throughput of the TCP traffic in the proposed 
model is about 25% less than the original model. This 
difference is less noticed between FuzzyMARS and 
SWAN as shown in Figure 14. The previous results 
confirm that by adopting the FuzzyMARS mechanisms, we 
can achieve a reduction in the average end-to-end delay by 
about 70-85% in comparison to the original model at a cost 
of about 25% decrease in throughput. In addition, the 
average delay in the proposed model remains almost below 
3 msec while the average delay in SWAN grows above 5 
msec. 
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FuzzyMARS models vs. number of TCP flows 

Figure 8: The packets delay in FuzzyMARS with  
10 TCP flows vs. simulation time 

   Figure 9: The packets delay in FuzzyMARS with  
20 TCP flows vs. simulation time 

 

 
Figure 10: The packets delay in FuzzyMARS with 

 30 TCP flows vs. simulation time 
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Figures 15-18 investigate the impact of mobility on the 
performances of FuzzyMARS. For that end, the random 
waypoint mobility model [19] is implemented at each node 
in the network. In the beginning, the nodes are randomly 
placed in the area. Then, each mobile node selects a 
random destination and moves with a random speed up to a 
maximum speed of 20m/s. After reaching the destination, 
the node will stay there for a given “pause time”. When the 
pause timer expires, the mobile node picks another random 
destination and moves at another random speed. The 
mobility scenarios consist of 4 video flows, 4 audio flows, 
and 10 TCP flows. The real-time traffic is modeled as 
previously discussed. The best-effort TCP traffic consists of 5 
web flows and 5 FTP flows. 
 
We observe in Figure 15 that the average end-to-end delay 

in FuzzyMARS increases slowly and it grows only for the 
highest mobility scenarios. The average delay in the 
proposed model remains almost less than 6 msec, whereas 
the average delay in the original model grows from 25 to 
38 msec. This means that the proposed model achieves a 
reduction in terms of average delay by about 80-85%. On 
the other hand, it is observed in the Figure 17 that the 
throughput of TCP best-effort traffic decreases slowly in 
both the original and FuzzyMARS models as the mobility 
increases. This decrease in terms of throughput by about 
12-25% when the mobility becomes high is due essentially 
to the congestion and the broken links in the route relaying 
source and destination.  
 
Figure 16 illustrates the average end-to-end delay with 
different mobility scenarios in both FuzzyMARS and 
SWAN models. It is observed that the average end-to-end 
delay of traffic in FuzzyMARS increases slowly as 
mobility increases, and it grows only for the highest 
mobility scenarios. For different mobility scenarios, the 
average delay offered by the proposed model is about 15-
33% better than that offered by SWAN. On the other hand, 
it is shown in Figure 18 that for different mobility 
scenarios, the throughput in SWAN is slightly better than 
in FuzzyMARS model. SWAN acts better by about 14% 
better than the proposed model. During the mobility of 
nodes, some flows are dropped in both SWAN and 
FuzzyMARS models because of the difficulty in capturing 
the dynamics of the environment in the ad hoc network.  
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Figure 12: Average delay in FuzzyMARS and SWAN       

models vs. number of TCP flows 
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Figure 13: Average throughput in the original and FuzzyMARS     

models vs. number of TCP flows 
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Figure 14: Average throughput in FuzzyMARS and  

SWAN models vs. number of TCP flows 
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Figure 15: Average delay in the original and FuzzyMARS 
models vs. mobility 
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Figure 16: Average delay in FuzzyMARS and SWAN  

models vs. mobility 
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Figures 19-21 show some trace graphs that illustrate the 
impact of nodes scalability on the average delay in 
FuzzyMARS in multihop environment. The simulation 
consists of a mixture of 8 real-time flows and TCP flows, 
which are modeled as in the previous simulations. These 
Figures trace the packet delays versus the simulation time 
using respectively, 10, 20, and 50 nodes. It is observed that 
the average end-to-end delay in the proposed model 
increases as the number of nodes becomes high. For 
different scenarios of nodes scalability in the proposed 
model, the average delay grows slowly, and the traffic 
delay becomes almost constant with small and medium 
number of nodes, and it grows only for the highest 
scalability scenarios. Figures 19, 20 and 21 show an 
average delay of respectively, 2.08 msec, 2.26 msec, and 
2.56 msec. This means that, even at highest nodes 
scalability, the proposed model can support real-time 
traffic with low delay. 
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   Figure 17: Average throughput in the original 
 and FuzzyMARS models vs. mobility 
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Figure 18: Average throughput in FuzzyMARS 

 and SWAN models vs. mobility 

Figure 19: The packets delay in FuzzyMARS 
 with 10 nodes vs. simulation time 

   Figure 20: The packets delay in FuzzyMARS 
 with 20 nodes vs. simulation time 

 

Figure 21: The packets delay in FuzzyMARS 
 with 50 nodes vs. simulation time 
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5. Conclusion 

In this paper, we presented a semi-stateless QoS approach 
based on a fuzzy logic system for service differentiation 
delivery in wireless mobile ad hoc networks. The proposed 
model, named FuzzyMARS, explores how fuzzy logic, for 
traffic regulation, used with a semi-stateless approach can 
provide better performances than other counterparts. 
FuzzyMARS is composed essentially of an admission 
controller mechanism, techniques for real-time traffic 
regulation, and fuzzy logic system for best-effort traffic 
regulation. The performance evaluation of the proposed 
model was thoroughly studied with ns-2 under different 
mobility, channel, and traffic conditions. Simulations show 
the benefits of the proposed over both IEEE 802.11 MAC 
and SWAN models. It is observed that FuzzyMARS 
experiences low and stable delays under different channel 
conditions, traffic scalability, and network mobility while 
sensibly preserving the throughput. The performance 
results show that fuzzy logic promises to offer an efficient 
means for overcoming QoS delivery fluctuations in ad hoc 
networks, and deserves further attention and study.  
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