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Summary 
This paper introduces a novel approach to supervised 
classification of multispectral images. The approach uses a new 
discriminative training algorithm for discrete hidden Markov tree 
(HMT) generative models applied to the multi-resolution ranklet 
transforms. System is implemented and tested on a set of Landsat 
7-band images containing eight different land cover classes. 
Experimental results of the system show significant improvement 
over the baseline HMT system and give a superior performance 
in land cover classification. 
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1. Introduction 

Land cover is one of the crucial elements for scientific 
research and real-life earth science applications. Remotely 
sensed data acquired by the Earth observation satellites 
provides a number of benefits for studying the Earth's 
surface, such as continuous acquisition of data, broad 
regional coverage, cost effective data, map-accurate data, 
and large archive of historical data. Knowledge of land 
cover is important in a variety of natural resource 
applications.  
Much research has been done on the subject of 
automatically determining land use and land cover both in 
rural and urban areas from images. Several classification 
algorithms have been developed, and successfully 
implemented, for land cover classification from 
multispectral and hyperspectral data ([1]-[3]). Classical 
statistical methods of classification have been worked on 
for several decades. Recently there have been many new 
developments in pattern classification research, and many 
new applications have been studied. 
Remote-sensing classification is a complex process and 
requires consideration of many factors. The major steps of 
image classification may include determination of a 
suitable classification system, selection of training samples, 
image preprocessing, feature extraction, selection of 

                                                 
 

suitable classification approaches, post-classification 
processing, and accuracy assessment. The user’s need, 
scale of the study area, economic condition, and analyst’s 
skills are important factors influencing the selection of 
remotely sensed data, the design of the classification 
procedure, and the quality of the classification results [4]. 
HMTs, introduced by (Craouse et al) in [5], have been 
used in image de-noising, segmentation and classification. 
As classifiers, although being a good model of wavelet 
coefficients, they have a major shortcoming. They are 
trained non-discriminatively using maximum likelihood 
estimation to model the joint probability of the observation 
and label trees. On the other hand support vector machines 
have their powerful discriminative training engine. Several 
research efforts have been exerted on building hybrid 
classifiers that benefit from the advantages of generative 
models and discriminative models ([6]-[9]). This paper 
introduces a merger between HMTs and SVMs to be 
applied to the field of land cover classification. The rest of 
the paper is organized as follows: 
Section 2 is about the support vector machines. In section 
3, a brief overview of HMTs is introduced. Section 4 
describes the hybrid system. Section 5 contains a 
description of the data set and methodology used. Section 
6 contains the results of some experiments to justify the 
proposed improved training.. The conclusion is then 
presented in section 7. 

2. Support Vector machines 

Support vector machine (SVM) ([10], [11]), is a powerful 
machine learning tool that has been widely used in the 
field of pattern recognition. The support vector machine 
optimization problem attempts to obtain a good separating 
hyper-plane between two classes in the higher dimensional 
space. The equation of the hyper-plane is: 
   

 
where w is a weight vector and b is the bias and  
denotes the inner product. Non-linearity in SVM is 
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satisfied by mapping the input features x into higher 
dimensions using a function  and 
hence the hyperplane equation becomes: 

   
 

This leads to the following optimization problem: 

 
 Subject to  

 , 
    

C is some constant determined by a cross validation 
process. 
The dual formulation of this problem is: 

 
   
Subject to: 

 
, 

 
 
The function  is called a kernel 
function. In SVM literature, there are many forms of the 
kernel function. If the probability density function of the 
feature vectors in both classes is known, there is a 
possibility of defining natural kernels derived from these 
distributions [9].  

3. Discrete hidden Markov tree generative 
model 

Crouse et al introduced a parametric model for wavelet 
coefficients called hidden Markov tree [5]. They devised 
a training algorithm, named upward-downward algorithm, 
similar to the known Baum Welch algorithm for the 
hidden Markov models. The overflow problems appearing 
in the computations lead to introducing another upward 
downward algorithm based on smoothed probabilities in 
[12]. In [13], a discrete HMT multi-observation was 
introduced and used in classifying breast tumors. In this 
method the ranket transform coefficients (a multi-
resolution transform [14] and [15]) were viewed as a 
vector quad tree in which each node contains a vector of 
3-components corresponding to vertical, horizontal and 
diagonal bands. The k-means algorithm was then applied 
to the vectors and a codebook was constructed. The 

codebook was then used to quantize the vectors of the 
vector quad trees transforming them into scalar quad trees. 
The discrete HMT was applied to scalar trees.  
To describe the discrete HMT, we will use the following 
notation: 
A tree is represented as a set of nodes  with 
a partial order such that if  then  is in the same 
level or a next level of . The notation  means parent 
of u while  means the set of children of u. the 
notation  means the sub-tree starting at node u so  
denotes the whole tree. 
In the context of discrete HMT models, the inputs are 
called observation trees . The properties of 
the discrete HMT are as follows: 
[1] Each tree node is related to a K-valued discrete 
random variable representing its hidden state. That's we 
have an additional tree, namely, the hidden state 
tree , that could be represented in the same 
way as the observation tree. 
[2] The distribution of the state variable of the root node 
is represented by a vector  with   
and  
[3] The state variable of a child node is statistically 
independent on each other variable given its parent node. 
This child parent dependency is represented by a state 
transition matrix with 

 and for all 
nodes u. We assume, for simplicity, that the matrix does 
not change from level to level, i.e., the coefficients  
are constants. 
[4] The conditional distribution of the feature element  
of the node u given its state  is represented by the 
emission matrix with  
for and all nodes u 
where M is the number of observation symbols 
(codebook size). 
The discrete HMT parameters are thus the triplet 

  

4. Improved HMT training: 

Given a set of classes  represented by 
N corresponding baseline HMTs with 
parameters . The Bayesian form of the 
Viterbi algorithm estimates the unknown class  
using:
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Using the properties of the HMT, can be expressed as: 

 
If one chooses to start all the state trees at a fixed state, then  and hence eq.6 can be written as: 

 
where  is the count of state transitions from state i to state j in the state tree  and  is the number of times 
the symbol j of the observation tree  is emitted by the state i of the state tree   . 
By constructing the two vectors: 

                             

 
Equation (7) can be written as an inner product: 

 
        
Hence Equation (5) becomes: 

 
where  and the suffix m denotes the class m. 
As done in [9] for hidden Markov models (HMMs), and 
noting that this equation is linear in the T variables with 
weights W and bias , we propose an improvement of the 
HMT training by trying to find the weights W and bias  
of the hyperplane with maximum separation between two 
classes. This is essentially a support vector machine 
problem. Hence our proposed system is summarized in the 
following steps: 
1. Train the HMTs using the upward-downward 

procedure with smoothed probabilities ([12]) to obtain 
a set of baseline HMTs with parameters: 

 
2. For each training sample apply the Veterbi decoding 

algorithm (see [12]) to get the best state tree 
  where m is the class to 

which belongs and hence transform the samples into 
a fixed length vector  using eq. 8. 

3. Use the obtained fixed length vectors as inputs to 
linear discriminant classifiers (e.g. support vector 
machines or back propagation neural networks) to train the 
weights W and bias b of the classifier  

5. Data Sets and Methodology 

Landsat7 ETM+ was used to acquire the images required 
for this study from Jeddah, Kingdom of Saudi Arabia.  
Figure 1 shows the infrared spectral bands 1-7 which were 
used as raw data to extract discriminate features for each 
class of eight land cover types, namely, Farm, grass, sea, 
rock1, rock2,  soil1,soil2 and soil3.  
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Figure 1: The 7 band images of the LANDSAT 

ETM+ 
These images were used for subsequent analysis and 
classification problem involved in identification of eight 
land cover types (i.e. farm, grass, rock1, rock2, rock3, 
sea, soil1, soil2 and soil3). A total of 5800 pixels were 
selected for all eight classes using stratified random 
sampling. The pixels collected were divided into two 
subsets, one of which was used for training and the 
second for testing the classifiers, so as to remove any 
bias resulting from the use of the same set of pixels for 
both training and testing. Also, because the same test and 
training data sets are used for each classifier, any 
difference resulting from sampling variations was 
avoided. A total of 2700 training and 3100 test pixels 
were used. 
To test the effectiveness of the new proposed system, 
eight baseline HMT models were trained using the 
training samples from each land cover type. Each sample 
contains 3 layers of images corresponding to spectral 
bands 1, 4 and 7. Ranklet transform was applied to each 
image to construct a quad tree of 3-component vectors 
corresponding to the horizontal, vertical and diagonal 
components. The vector trees of the spectral bands are 
combined in one vector tree of 9 components. Vector 
quantization is then used to transform the vector tree into 

a scalar tree by quantizing the 9-component vectors. A 
codebook of size 512 was used in the vector quantization 
module. The scalar trees were then used with the upward 
downward algorithm with smoothed probabilities to train 
the eight baseline-discrete-HMTs. The number of states 
used in the HMTs was 5. The sample scalar trees of 
different classes were then converted into fixed length 
vectors as described above. The fixed length vectors 
were used in training multiclass SVM which uses 1 
against all strategy. The simulations for SVM are carried 
out using compiled C-coded SVM packages: LIBSVM4 
[16]. 

6. Results 

The purpose of the present study is to evaluate the 
performance of the new training method and comparing 
its performance with the baseline HMT classifiers. Table 
1 shows the confusion matrix resulting from applying the 
baseline HMTs while table 2 shows the confusion matrix 
of the proposed system with improved training. These 
Results justify the fact that the discriminative training of 
HMT generative models improves the classification 
accuracy by taking into account all the class samples at 
once. 
 

Table 1 : Results of the baseline system 

 

Farm
 

G
rass 

Sea 

R
ock1 

R
ock2 

Soil1 

Soil2 

Soil3 

Farm 84 6 0 5 3 2 0 0
Grass 0 97 0 0 0 0 3 0
Sea 0 0 98 0 0 0 0 2
Rock1 7 1 0 80 1 4 0 7
Rock2 0 0 0 0 93 0 0 7
Soil1 0 0 0 3 0 88 5 4
Soil2 0 5 0 0 0 4 90 1
Soil3 8 5 0 0 0 2 14 71 

 
Table 2: Result of the proposed system 

 

Farm
 

G
rass 

Sea 

R
ock1 

R
ock2 

Soil1 

Soil2 

Soil3 

Farm 97 3 0 0 0 0 0 0
Grass 1 97 0 0 0 0 2 0
Sea 0 0 100 0 0 0 0 0
Rock1 4 0 0 94 0 2 0 0
Rock2 0 0 0 1 99 0 0 0
Soil1 0 0 0 5 0 95 0 0
Soil2 0 1 0 0 0 5 93 1
Soil3 0 3 0 0 0 0 7 90 
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7. Conclusion 

In this paper we introduced a new training algorithm for 
the discrete HMT. The algorithm uses the sufficient 
statistics of the HMT generative model to form a fixed 
length training vector to be used in linear discriminant 
classifiers (like SVM). The algorithm proves 
considerable amount of improvement over the baseline 
HMT when applied to land cover images. 
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