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Summary 
IEEE 802.11i security standard is emerging as an essential 
security requirement to support the growth of a wide range of 
wireless data services and applications. However, with the 
advent of more battery powered wireless devices,  efficient and 
robust cryptographic designs are needed that do not impose high 
computational overhead and avoid mismatch with limited battery 
resources and low processing capabilities inherent  on these 
wireless devices. In this paper, we (a) apply a systematic 
approach to determine computational complexity and efficiency 
of AES-CCMP (Advance Encryption Standard - Counter Mode 
with Cipher Block Chaining Message Authentication Code 
Protocol) designed for IEEE 802.11i, (b) propose a resource 
saving AES-CCMP design with hybrid CBC-MAC variant 
merged with Counter Mode encryption, defined as Counter Mode 
Block Chaining-MAC (or CMBC–MAC), for faster and more 
efficient data encryption and decryption. A comparative analysis 
of CCMP with hybrid CMBC-MAC computational complexity is 
performed to show its energy economy. 
Key words: 
Security, AES-CCMP, Computational Complexity, Cipher Block 
Chaining MAC. 

1. Introduction 

IEEE 80211i security standard suite [1] has been 
developed as a replacement of the highly vulnerable Wired 
Equivalent Privacy (WEP) to provide the ‘best’ security 
for 802.11 wireless local area network (WLAN). IEEE 
802.11i standard consists of the Counter Mode with 
Cipher Block Chaining –Message Authentication Code 
Protocol (Counter Mode + CBC MAC = CCMP) [2] and 
has been designed as a long term security solution. It is 
based on Advance Encryption Standard (AES) cipher and 
it offers robust encryption and message integrity as proved 
in ref [2][3]. Although CCMP is seen as an efficient 
algorithm which combines the Counter Mode for 
encryption and CBC MAC for message authentication, its 
encryption and authentication implementations are based 
on the relatively intensive Advance Encryption Standard 
(AES) operations that require support for more powerful 
hardware. Improvements in battery technology are easily 
offset by the increasing complexity of security 
mechanisms for WLAN and Ad Hoc networks. Thus, to 
guarantee a reasonable battery operation lifetime, 

designing innovative techniques to conserve power 
consumption for cryptographic algorithm are crucial. But, 
successfully designing resource-saving security 
mechanism needs good comprehension of the relationships 
between encryption parameters and power consumption.  
In the work [5], the computational complexity of AES is 
modeled based on its algorithmic operations to show how 
the degree of complexity varies with different key size and 
number of rounds of encryption. Indeed, AES is very 
robust, but at the expense of high computational 
operations. Furthermore, when IEEE 802.11i security 
protocol is used for certain real-time video and audio 
applications on WLAN or Ad Hoc network, the device 
CPU is overloaded severely causing noticeable 
performance hit. The battery power consumption of small 
wireless devices is severely affected by the 
computationally heavy cryptographic operations causing 
rapid power depletion which creates a new problem 
dimension between robust wireless security and energy 
efficiency.  Moreover, the quest for efficient cryptographic 
mechanism is still research challenge for providing 
optimum security in resource constrained wireless 
networks which requires minimum memory, making 
optimal use of hardware processing capabilities and 
consuming the least energy or battery power [5] [4] [6]. 

In this paper, we first derive the complexity equation 
model of AES-CCMP to mathematically assess its 
computational cost in terms of processing cycles of 
different number of basic operations involved in the 
execution of the algorithm.  The complexity study also 
unveils the algorithm’s practicality in terms of encryption 
or decryption performance and speed. Eventually, the 
computational cost of AES-CCMP algorithm is correlated 
to its energy consumption when executed on any particular 
hardware platform. But, the mathematical complexity 
equations of AES-CCMP is independent of the actual 
platform they are implemented on and this gives us a 
standardized fairly accurate methodology to measure 
energy consumption of the security protocol. While 
currently there is no other standard way of measuring the 
computational complexity of security protocols, this 
creates a knowledge gap as it is difficult to compare 
different security protocols on an energy performance 
metric. In addition, for optimizing energy efficiency and 



IJCSNS International Journal of Computer Science and Network Security, VOL.8 No.10, October 2008 

 

2 

security performance, we reengineer AES CCMP design 
by merging counter mode encryption and CBC-MAC to 
yield the benefit of a faster and lower complexity 
mechanism. 

The motivation of this CCMP redesigned variant is 
also drawn form the fact that wireless transmission is 
frequently exposed to different interferences and other 
unfavorable conditions, thus having relatively high rate of 
errors and corrupted packets [7]. The whole encryption-
transmission-decryption effort of packets is wasted if the 
wireless channel is error-prone. Adopting the authenticate-
then-encrypt / decrypt-then-authenticate approach in 
CCMP is particularly inefficient for battery power limited 
wireless devices in noisy wireless channel because 
considerable energy may be spent for decrypting corrupted 
packets (error in the payload) and eventually rejecting 
them due to incorrect message code integrity (MIC) check. 
A better scheme is used such that the receiver can verify 
integrity of message to filter out corrupted packets before 
proceeding for decryption of those packets with correct 
MIC check only. Hence, our proposal is to revamp the 
AES-CCMP design making it computationally lightweight 
and energy-wise efficient by merging the encryption and 
authentication components. Therefore, optimizing the 
number of times AES block cipher is solicited in CCMP 
has been a fruitful avenue to explore. 

The paper is organized as follows: We present related 
works in the field of efficient security in Section 2. The 
AES-CCMP protocol is discussed in detail in Section 3. 
Section 4 gives a mathematical analysis and interpretation 
of AES-CCMP. Section 5 discusses the strengths and 
imperfections of AES-CCMP. The resource-saving AES-
CCMP design variant is proposed in Section 6 and its 
performance characteristics are analyzed and compared. 
This is followed by the conclusion in Section 7. 

2. Related Work 

Optimizing security mechanisms with resource-
efficient block cipher implementations is of paramount 
importance for wireless devices with battery capacity 
constraint. In order to conserve battery power, new 
security protocols and optimization techniques 
[8][9][10][27] are being developed that are more 
lightweight and energy efficient. For the work in [4], the 
authors advocate that designing energy efficient security 
protocols can be realized by substituting the most energy 
consuming components of the existing security standard, 
modifying and optimizing the protocol message 
transactions and continuously adapting the security 
services to prevailing conditions based on a security policy. 
The major computational effort expended in security 
mechanisms is in computing the underlying block cipher 
supporting the security service. Existing methods to 

reduce the energy consumption of cryptographic 
primitives are mostly focused on: reduction in number of 
rounds, use of simpler operations (e.g. XORs and shifts), 
merging multiple operations, use of lookup tables, reduced 
block length, etc. The main cause of inefficiency criticism 
in wireless network security protocols is the extra energy 
consumed because of extra processing and overhead. For 
instance, in AES algorithm,  the number of rounds 
determines the security strength of the algorithm and for 
each AES key size a minimum number of rounds for 
which the algorithm is considered to be secure as 
presented in ref [12]. While increasing the number of 
rounds increases the security margin but the overhead and 
energy consumption for each block will also increased. As 
such, for example, a variant CBC-MAC authentication 
mechanism can use a minimum number of AES 
invocations, one for each block of the message or fraction 
thereof, resulting in performance equivalent to classic 
CBC-MAC.  

In the works [6][11],  performance and energy 
characteristics of block ciphers are evaluated based on a 
set of metrics such as energy consumption, code size, or 
memory footprint, all of which are important for resource-
constrained wireless systems. In ref [10], Chandramouli et 
al. use an experimental approach to estimate a 
mathematical model for the relationship between power 
consumption and security of block cipher. The optimal 
number of encryption rounds for a packet is computed and 
the vulnerability metric is minimized subject to a total 
power constraint. However, diverse experimental energy 
measurement will generally give different results mainly 
due to the hardware characteristics of the devices involved. 
Moreover, in such cases it is not possible to accurately 
compare energy performance measurements of security 
algorithms between heterogeneous hardware or software 
implementations. Therefore, we need to extend and 
normalize the analysis to evaluate the performance and 
energy characteristics of the mode of operations of block 
ciphers when used as a complete security package, such as 
CCMP in the IEEE 802.11i security protocol.  

Denial of service, which is another severe threat in 
security protocols, causes a victim wireless device to 
waste enough resources keeping connections open so that 
the latter is unable to participate in any more instances of 
the security protocol and is thus effectively cut off from 
the network. Some adversaries use authentication as a 
means of launching denial of service attacks, since it is 
both computation and storage-intensive. At the end, the 
victim wireless device would squander its resources, 
namely battery power, verifying a series of incorrectly 
authenticated (corrupted) messages from the attacker. 
Sometimes, the error-prone nature of the wireless 
environment can cause burst of corrupted packets and this 
results in wastage of resources for decryption of packets 
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and verification of erroneous message authentication 
codes. Thus, there is a need for security schemes with 
cryptographic protocols that can prevent wasteful 
decryption and authentication by eliminating non-efficient 
functioning. But, ultimately, there are always tradeoffs 
among security strength, communication overhead, 
computational complexity, energy consumption and 
scalability that require in-depth security and performance 
analyses are studied to find a balance between a security 
protocol and other network protocols so that the overall 
security strength and network performance are not 
degraded [13]. Furthermore, without a systematic view, 
individual security protocols developed for different layers 
might provide redundant security services and 
unnecessarily consume the precious wireless network 
resource [14]. To some extent, a non-harmonious design 
of security protocol can use up device and network 
resources and therefore inadvertently lead a Denial of 
Service (DoS) attack. In this work, we propose a resource-
saving AES-CCMP design for reducing the complexity 
and energy consumption of IEEE 802.11i security 
protocol in WLANs and it is supported by methodical 
complexity analysis of AES-CCMP. 

3. AES-CCM Protocol 

AES-CCMP is based on the Rijndael block cipher 
[12] algorithm which has a well-designed mathematical 
structure. The overhead in terms of basic operations for 
iterative block cipher encryption is relatively low 
compared to other block ciphers [11] as well as its 
comparatively better efficiency in terms of low memory 
requirements makes AES suitable to be deployed in 
wireless devices. The Specification for Enhanced Security 
over Wireless Networks, IEEE 802.11i, requires a strong 
encryption standard, and naturally, the use of AES is 
strongly desired. Therefore, a combination of Counter 
(CTR) mode encryption and CBC-MAC authentication is 
proposed in the standard [1]. While CTR-AES encrypts 
data transferred (i.e. achieves confidentiality) using an 
encryption key, CBC-MAC provides integrity of data and 
authentication of the sender by calculating the Message 
Integrity code (MIC) for message authentication with an 
authentication key. AES itself is a very strong cipher, but 
counter mode makes it difficult for an eavesdropper to 
spot patterns, and the CBC-MAC message integrity 
method ensures that messages have not been tampered 
with. If the correct MIC sizes, key sizes and MAC 
algorithms are used, then it is impossible to inject spoofed 
packets with a valid MAC into the WLAN. The overall 
AES-CCMP process is shown in Figure 1. 

3.1 CBC-MAC and CTR Mode 

For efficiency reason, CBC MAC allows for the 
creation of a message authentication code (MAC) using 
AES block cipher to check the integrity of a message in a 
secret key setting. CBC-MAC is encountered with the nice 
property of reusing the existing AES cipher block in low-
end cryptographic devices to guarantee that any 
exchanged message was not altered while in transit. The 
plaintext message, in the form of 128-bit block of data, is 
‘encrypted’ with AES block cipher algorithm in CBC 
mode to create a chain of blocks such that each block 
depends on the proper encryption of the block before it, as 
illustrated in Figure 1. This ensures that a change to any 
of the plaintext bits will cause the final encrypted block to 
change in a way that cannot be predicted without knowing 
the key to the block cipher because it uses XORing of 
ciphertext output in previous stage with the next one. In 
CCMP, CBC MAC provides data integrity only, but not 
data encryption, and it offers 32, 64 and 128 bits MIC tag 
length sizes. For the first CBC-MAC Initial Value (IV) 
block, special input values such as Flag, Data Length 
(DLen) and Nonce (N) are required. As CBC-MAC works 
on blocks of fixed length, both the CCMP Header and 
Plaintext data need to be padded to get it to the required 
length. The final MIC output is 128-bit size, but the 
CCMP takes only the upper 64-bit as truncated MIC [15]. 
The MIC eventually becomes an input to AES-CTR for 
encryption. Moreover, there are several variant of CBC-
MAC described in [16][17][18]. For messages of fixed 
(non-zero) length, the simple CBC-MAC has been proved 
secure in [19].  In order to protect MACs against Birthday 
paradox attacks, a unique identifier can be added to each 
message to randomize the MACs [1]. Counter (CTR) 
mode encryption uses an arbitrary number (counter) that 
increments with each 128-bit block of data encrypted. The 
counter is first encrypted with AES, and the output is 
XORed with a 128-bit plaintext block to produce a 
ciphertext block. All counters used are unique and all the 
AES CTR mode encryption or decryption may be 
performed in parallel or pre-computed in advance for 
speed gain. The initial CTR is constructed from the flag 
field, length of payload and the nonce. The CCMP header 
contains information like PN value necessary to prevent 
replay attacks. The packet containing the encrypted 
message with its MIC, CCMP header and MAC header is 
sent over the insecure wireless channel. AES-CCMP 
decryption, since it is almost identical to encryption 
process. The receiver first decrypts the ciphertext blocks 
using AES-CTR mode and then proceeds with the MIC 
calculation using CBC-MAC to compare with received 
MIC results for data integrity. 
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4. Cipher Complexity Analysis 

In general, most block ciphers share a number of 
elementary operations such as table lookups of varying 
size, bitwise Boolean operations, basic arithmetic 
operations, as well as bitwise shift and rotate operations by 
a fixed or variable number of position. The required 
confusion in an encryption algorithm is achieved by 
successively using different and “incompatible” group 
operations on blocks of data and mixing them (in such a 
way that at no point in the encryption process the same 
algebraic operation is used contiguously) while the 
structure of the cipher is carefully chosen to provide the 

necessary diffusion requirement (influence of each key, 
number of rounds and plaintext bit on every ciphertext bit). 
The cost of encryption and decryption depends on a 
number of parameters: the size of the plaintext and 
ciphertext; the implementation complexity of the 
algorithm; the cipher mode adopted; and the key 
scheduling. Specifically, key length is important and the 
longer the key, the higher the encryption time naturally. 
Also, the cost for decryption depends on the effort of the 
packet number and MIC checks needed to accept or 
validate the decryption. Most importantly, the intricacy of 
the cipher mode of operation can radically affect the cost 
of security services. 
 

 

Figure 1. AES-CCMP structure and Output packet format 
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4.1 AES Computational Analysis 

Commonly, CCMP uses AES 128-bit key, although 
there is provision for larger key size of 192 and 256 bits to 
implement AES. Being a block cipher, AES relies on the 
fact that it must encrypt and decrypt 128-bit blocks at a 
time. This means that even if the message contains a 
length that is not a factor of 128 bits, CCMP will perform 
padding on the block so that it meets the 128-bit 
requirement. In this section, we come up with a 
computational complexity model of the cipher function 
and it can be used to compute the energy consumption for 
the core encryption part. For example, for a given block 
data size and number of rounds using the AES cipher, we 
can obtain its computational complexity. However, 
mathematical analysis of operations in any algorithm 
overlooks the complexity of memory transfer, controls 
units and other software intricacies.  
So, extending and applying previous works on block 
cipher analysis [5] [20] and by Granelli et al. [21], the 
computational complexity of AES-CCMP is derived in 
terms of the algorithm’s basic operations like bytewise-
AND, bytewise-OR and shift of bytes. Thus, the total 
number of processing cycles for encrypting a data block 
using AES-Irondale, is given as follows in terms of basic 
operations of byte-wise AND, byte-wise OR, and a byte-
wise Shift : 

TAES-ENCRYPT = (8NbTand + 4NbTor) + [46NbTand + 
(31Nb + 12) Tor + (31Nb + 12) Tshift] (Nr -1) + (8Nb Tand + 
7Nb + 3NbTshift),  

where: 
 Tand, Tor, and Tshift denote the numbers of 

processing cycles required for performing basic 
operations of a byte-wise AND, a byte-wise OR, and a 
byte-wise Shift respectively. 

 Nb = blocklength / 32 (here Nb = 4 since 
the size of a data block will be 128-bit) 

 Nr = number of rounds of block cipher 
 
The details mathematical proof for deriving the above 
equation can be referred in [5] and the equation is 
presented in simplified form as follows: 

 
TAES-ENCRYPT = (46Nb Nr – 30Nb) Tand + [31Nb Nr + 

12(Nr – 1) – 20Nb] Tor + [64Nb Nr + 96(Nr – 1) – 61 Nb] 
Tshift,  

 
Using another result in [5], the total number of 

processing cycles in computational effort required for 
AES decryption of one block of data is expressed as: 

TAES-DECRYPT = TAES-ENCRYPT + {[96 NbTand + 72 
NbTor – 32 NbTshift] × (Nr – 1)}. 

 

The computational effort, in terms of TAES-ENCRYPT 
equation, is now used to investigate the overall 
computational complexity of CCMP. However, the CCMP 
encryption and CCMP decryption, both utilize the forward 
AES block cipher only, which circumvent the more 
complex inverse AES cipher. In the next section, the 
computational complexity of CBC-MAC, which is a key 
component of CCMP, is determined. 

4.2 CBC-MAC Computational Analysis 

The CBC-MAC algorithm to compute MIC computed 
is expressed as follows: 

For each message M = M1, M2, ..., Mn 
O = Ek (Bo) 
For i = 1...n do 
 MICi = Ek (O ⊕  Mi), O ← MICi  
MIC = MICn ,  
where: 
n is the number of 128-bit data blocks 
Bo = 1st starting CBC-MAC block, 
O is the output block, 
Ek is the AES encryption algorithm and 
⊕  represents the bitwise XOR operation. 
Therefore, the total number of processing cycles to 

generate the MIC is: 
TCBC-MAC = 1 * TAES-ENCRYPT +  n* (1 * XOR + 1 * 

TAES-ENCRYPT)  
 
In this case, the XOR operation between the 128-bit 

output block O and the 128-bit plaintext block Mi is 
similar to the AddRoundKey operation present in AES 
cipher operation. We employ the fundamental logical 
expression that for a simple bitwise-XOR it is equivalent 
to the sum of 2 bitwise-ANDs and 1 bitwise-OR. 
Therefore, it can be deduced that in the case of the XOR 
with 128-bit (or 16 bytes) data blocks, 1 block XOR = 
8NbTand + 4NbTor, where is Nb = block length/32.  

 
Consequently, considering a message of n such data 

blocks, the total number of processing cycles for CBC-
MAC is: 

TCBC-MAC = 1 * TAES-ENCRYPT + n * TAES-ENCRYPT +  n 
* (8NbTand + 4NbTor) 

TCBC-MAC = (n + 1) * TAES-ENCRYPT + n * (8NbTand + 
4NbTor) 

TCBC-MAC = (n + 1) * {(46Nb Nr – 30Nb) Tand + [31Nb 
Nr + 12(Nr – 1) – 20Nb] Tor + [64Nb Nr + 96(Nr – 1) – 61 
Nb] Tshift } + n * (8NbTand + 4NbTor) 

 
The extra TAES-ENCRYPT in CBC-MAC computation 

results from the encryption of the 1st CBC-MAC IV block. 
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4.3 CTR Computational Analysis 

In the CTR mode, the counter blocks are encrypted 
with AES to produce a sequence of output blocks that are 
XORed with the plaintext blocks to produce the ciphertext. 
All counters must be different, i.e. no reuse allowed, for 
all of the messages that are encrypted under the given key. 
If we again represent a message M = M1, M2, ..., Mn,  and 
AES is applied to input block counters (128 bits) to 
produce output blocks (O) which are then XORed with the 
plaintext blocks (P) to produce the encrypted data or 
ciphertext (C), then the full counter mode algorithm is 
expressed as: 

Initially, counter ← 0  
For each message M = M1, M2, ..., Mn 
Initial-counter ← counter  
For i = 1 to n do  
Ci ← Mi ⊕  EK (counter), counter ← counter + 1 
  
As a result, the total number of processing cycles to 

encrypt only the n 128-bit plaintext blocks is: 
T’CTR = *n *(1*XOR + 1 * TAES-ENCRYPT)  
      = n * (8NbTand + 4NbTor) + n * TAES-ENCRYPT 
  
Note that we are not considering the counter 

increment operation as it is negligible in the computation 
analysis.  Also, the MIC tag needs to be encrypted along 
with the data payload. By encrypting the MIC, we avoid 
all the collision attacks on CBC-MAC mode. The total 
number of processing cycles to encrypt the MIC only is 
simply: 

T’MIC = 1*XOR + 1 * TAES-ENCRYPT 
      = 8NbTand + 4NbTor + TAES-ENCRYPT 
  
Finally, the total number of processing cycles to 

encrypt both the message M and its MIC Tag is: 
TCTR = T’CTR + T’MIC 
 
= (n+1)*XOR + (n+1)*TAES-ENCRYPT 
= (n+1)*(8NbTand + 4NbTor) + (n+1)*TAES-ENCRYPT 
= (n+1)*(8NbTand + 4NbTor) + (n+1)* {(46Nb Nr – 

30Nb) Tand + [31Nb Nr + 12(Nr – 1) – 20Nb] Tor + [64Nb 
Nr + 96(Nr – 1) – 61 Nb] Tshift } 

 
4.4 AES-CCMP Computational Analysis 
Now, we can formulate the AES-CCMP 

computational operating cost model in terms of basic 
operations from the equations derived for the CBC-MAC 
and CTR-mode AES operation. The resultant 
computational complexity for the AES-CCMP is 
written as: 

TAES-CCM = TCBC-MAC + TCTR 
= (n + 1)*TAES-ENCRYPT + n*(8NbTand + 4NbTor) + 

(n+1)*(8NbTand + 4NbTor) + (n+1)*TAES-ENCRYPT  

TAES-CCM = 2(n + 1) TAES-ENCRYPT + (2n+1) (8NbTand 
+ 4NbTor),  

 
where, n is the number of plaintext blocks obtained 

after splitting the data into multiple of 128 bits. 
 
The full complexity equation as the total number of 

processing cycles is thus: 
TAES-CCM = 2(n + 1) {(46Nb Nr – 30Nb) Tand + [31Nb 

Nr + 12(Nr – 1) – 20Nb] Tor + [64Nb Nr + 96(Nr – 1) – 61 
Nb] Tshift } + (2n+1) (8NbTand + 4NbTor),  

 
We do not have a benchmark tool that can measure 

exactly how much CPU cycles is used for each basic AND, 
OR & SHIFT. We assumed fixed unit cycle for all basic 
operation, but it could be changed easily in the equation if 
the CPU cycles for the different basic instructions are 
known.  
CBC-MAC and CTR mode contribute equally to the 
overall complexity of CCMP, as shown in Table 1. 
Complexity of CCMP increase with increasing number of 
encryption rounds, as well as increasing message size. 
 

 

Table 1: AES-CCMP Computational Complexity 
 

5. Further Discussion on AES-CCMP 

AES-CCMP decryption will use the same number of 
processing cycles as the AES-CCMP encryption because 
both, CCMP encryption and CCMP decryption operations 
require only the forward AES block cipher function. 
Moreover, Xiao et al. [22] analyzed the security overhead 
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of AES-CCMP in IEEE 802.15.4 specification and 
observed that processing cycles per block increases as key 
length increases, payload increases or MIPS (millions of 
instructions per second) decreases.  The important 
observation made is that the increase of processing cycles 
of AES-CCMP over the key length and the payload size 
tends to be linear [22][20]. In the next section, we discuss 
the strength and imperfections in the AES-CCMP and 
address why, how and what to optimize in it. 

5.1 Strengths of AES-CCMP 

Although AES-CCMP is a well-known and reliable 
security ensuring both authentication and integrity of the 
data, having been widely scrutinized and documented to 
avoid potential implementation loopholes, we believe 
there is no perfect security algorithm. First, the following 
points summarize the key advantages of the security 
protocol: 

(i) AES-CCMP readily handles messages in which 
certain parts are intended to be authenticated only and not 
encrypted, and this is done without any additional 
ciphertext overhead. It can use a single key to provide 
authentication and integrity. Thus, it reduces key 
management overhead and minimizes the time spent 
computing AES key schedules. 

(ii) AES-CCMP encryption and decryption use only 
the forward AES block cipher function rather than the 
more costly and processing-intensive inverse AES cipher. 
Using only the AES forward cipher leads to significant 
savings in code and hardware size. 

(iii) AES-CCMP is powerful and offers greater data 
privacy by encrypting parts of the 802.11 header. It 
computes the CBC-MAC over the IEEE 802.11 header 
length, selected parts of the IEEE 802.11 MAC Payload 
Data Unit (MPDU) header, and the plaintext MPDU data, 
whereas the old IEEE 802.11 WEP mechanism provided 
no protection to the MPDU header. 

(iv) CCMP implementation allows parallel 
implementation and further streamlining of AES-CCMP in 
hardware or software. CTR mode offers several 
advantages, since there is no computational dependency 
between successive cipher blocks, Ci and Cj. This enables 
effective utilization of the software and hardware 
efficiency by enabling parallelized computation, i.e. one 
can be computing blocks C1, C2, … all at the same time, 
limited only by the amount of hardware. Hence, CTR 
mode encryption is fast and bulk data can be encrypted 
quickly due to parallelized computing. Pipelining CBC-
MAC and CTR-mode can be used to increase throughput 
[26]. CTR mode is simple, as both encryption and 
decryption depend on a single cipher function. 

(v) AES-CCMP mechanism protects users from 
replay attacks because it uses packet sequence numbers, 

while it uses temporal key which is derived from the 
robust 4-way handshake scheme. IEEE802.11i standard 
specifies that 1st CBC-MAC IV and Counter value (Ctr) of 
CTR mode are never repeated with the same TK as 
keystream reuse must not occur.  

(vi) Lastly, there are no patent issues regarding the 
use of AES-CCMP and all intellectual property rights to 
CCMP have been released into the public domain [15]. 

5.2 Limitations in AES-CCMP 

In this section we discuss possible disadvantages of 
AES-CCMP implementation in certain contexts:  

(i) AES-CCMP is relatively more complex and 
consumes more energy compared to its predecessors, 
namely WEP and TKIP. This poses a liability when 
providing security services to devices with limited battery 
power. Recently, in the literature [6][11], important 
studies of energy requirements of cryptographic 
algorithms has been tackled which shows a strong 
motivation to investigate techniques which lead to energy-
efficient execution of security protocols. However, to our 
knowledge, a comprehensive analysis of the 
computational complexity and energy requirement of 
AES-CCMP has not been addressed before. 

(ii) AES-CCMP is not backwards compatible with 
legacy Wi-Fi hardware. This means AES-CCMP 
deployments may require a firmware or hardware upgrade. 
Most drivers do not support the co-existence of RC4-
based encryption and AES-CCMP on the radio link [7]. It 
results in more complex configurations to support two 
networks in parallel, for example RC4 for broadcast 
frames and CCMP for Unicast frames transmission.  

(iii) Next, AES-CCMP suffers from performance 
problems when implemented on software compared to 
other modes of operations. This is because AES used in 
CCMP is inherently a block cipher used in stream CTR-
mode. Consequently, the majority of time of the protocol 
is spent on computing the AES algorithm. From both a 
technical and economic aspects, CCMP uses a lot more 
resources due to the additional overhead required for 
encryption and decryption. If the wireless device does not 
have the hardware capability to run the AES and is forced 
to do it in software, then the wireless network would 
become unusable.  

(iv)  CCMP makes use of a single-key AES key. It 
uses this key both for encryption and for computing MIC. 
Using the same key for two different purposes is normally 
considered questionable. However, the construction of 
counter mode and CBC-MAC IV from packet sequence 
counter provides the key separation needed to use the 
same key both for encryption and the MIC. In [18] it has 
been found that it not possible to extract much parallelism 
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when computing CBC-MAC, but it could become a 
potential drawback in the future. 

(v) In CCMP it is possible to begin encryption before 
completing calculation of the message authentication code 
(MIC tag). However, the negative side of this 
characteristic is that decryption should be completed 
before verifying message authentication code. 

(vi) Concerning vulnerability of its Nonce 
construction, in the paper [23] it is described that the 
initial counter value used in the CCMP of 802.11 Wireless 
LANs can be predicted. Since the nonce value can be pre-
computed, the only thing required to predict the counter 
value is length of payload. The length of the payload can 
be obtained through a priori information e.g. 802.11 
maximum Payload length is 2296 bytes (2312 bytes total 
payload length – 8 bytes MIC – 8 bytes CCMP Header) 
and if the data is more than maximum length of Payload 
then MSDU is fragmented into MPDUs. If larger data than 
the maximum payload length is to be transmitted, then the 
first fragment’s (MPDU) Payload length will be 2296 
bytes. In [24], it is iterated that if initial counter value is 
predictable, then attacks using pre-computation can be 
used to lower the security level of AES-128-CM below the 
recommended strength for block ciphers.  

5.3 AES-CCMP Optimization Avenues 

Our main objective is to devise methods to conserve 
resources, namely the precious battery power of devices in 

wireless LANs or Ad Hoc networks, by implementing a 
more efficient AES-CCMP. We focus on two aspects of 
the protocol: First, we reduce possible recursive function 
redundancies in the AES-CCMP structure and secondly, 
we increase the decryption or de-encapsulation efficiency 
of CCMP under error-prone or hostile wireless channel 
conditions in order to avoid unnecessary wastage of 
processing time. We therefore adopt a fusion of the CTR 
mode and CBC-MAC, to form a hybrid CCMP design 
which is more computationally efficient without 
compromising security services and perform early MIC 
validation filtering before decryption of any packet. 

6. AES-CCMP Design with CBC-MAC 
Variant 

For CCMP, if the AES block cipher encrypted 128-bits 
plaintext blocks at a rate of r processor cycles per byte, 
then the joint sequential process of Counter mode 
encryption plus CBC-MAC authentication would require 
at least 2r cycles per byte. We propose a hybrid Counter-
Mode Block Chaining MAC (CMBC-MAC) mechanism, 
as shown in Figure 2, which can lower the combined 
authenticated-encryption of CCMP down to nearly r 
cycles per byte processing. The resulting construction is 
provably secure and has peak efficiency and speed close to 
the sum of counter mode encryption. 

 

 

Figure 2: CCMP design with merged CTR data Encryption and lightweight CBC-MAC 
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6.1 CCMP with CMBC-MAC Operation 

Let message M = M[1], M[2], M[3], … M[n] be a 
sequence of 128-bit plaintext block. A nonce N of L bits is 
chosen to derive both the re-initial value of CMBC-MAC 
and the Counter encrypted blocks. Using X[i] and Y[i] as 
dummy intermediate results in Figure 2 algorithm 
execution path, we suppose: 

X[i] = M[i] ⊕ EK(Ctr + i), for i = 1, 2, ..., n. 
Y[1] = X[1] ⊕ EK(IV) 
Y[i] = X[i] ⊕ Y[i-1], for i= 2, 3, ..., n. 
 
Finally, Encrypted MIC Tag, T = Y[n] ⊕ EK(Ctr + 

n+1) 
The Counter Mode Block Chaining MAC operation, 

illustrated in Figure 2, is summarized as follows: 
1. Initialization: A unique counter block (Ctr) is 

encrypted with AES cipher using key Kc. 
2. The result (1) is XORed with the first message 

block (M[1]) 
3. The first CBC-MAC block IV is encrypted with 

AES cipher using key Ki and XORed with the previous 
output (2) to get MAC1 

4. An incremented Ctr is encrypted with AES and 
XORed with the second message block (M[2]), followed 
by XOR with MAC1 to give MAC2. 

5. The next incremented Ctr is encrypted with AES 
and XORed with the third message (M[3]) block, followed 
by XOR with MAC2 to give MAC3, and so on. 

6. The nth incremented Ctr is encrypted with AES and 
XORed with the nth message block (M[n]), followed by 
XOR with MACn-1 to give MACn. 

7. Finally, the (n+1)th incremented Ctr is encrypted 
with AES and XORed with MACn to give the Counter 
mode encrypted MACn. 
 

As a solution to authenticating encryption, CMBC-
MAC encrypts a message and authenticates the ciphertext, 
using either the single key or separate keys for each 
operation. The complexity of CCMP is affected directly by 
the AES block cipher call for computing message 
authentication code. In the analysis by Rogaway et al. [3], 
it is concluded that the authentication tag of the raw CBC-
MAC is computed by a method that is seen connected to 
the entire CCMP mode and there is no alternative to use 
another more secure MAC. Reducing the number of times 
the AES block cipher is used in the process by merging 
the CTR mode data encryption with CBC-MAC variant 
gives a lower complexity and a secure AES-CCMP design 
that inherits all of CCMP positive features in addition to 
lower computational cost. This CBC-MAC variant or 
Counter Mode Block Chaining-MAC (CMBC-MAC) is 
economical in the sense that it is embedded in the CTR 

mode procedure and it uses the output of the CTR mode 
process to construct the MIC, hence eliminating the need 
to reprocess the plaintext separately during MIC 
computation. The advantage of CMBC-MAC is also 
significant during decryption process, as we can see it 
allows message integrity check prior to decrypting the 
whole cipher message. At the receiver, the MIC is 
recomputed based on the n ciphertext blocks received 
using the 1st CBC-MAC IV block and the block cipher key. 
This recomputed MIC is encrypted with the (n + 1) 
incremented counter (Ctr) and compared with the received 
encrypted MIC value to check authenticity of received 
ciphertext, by extension verifying the integrity of plaintext 
message from sender. The early quick MIC check avoids 
decrypting corrupted ciphertext messages, hence saving 
considerable battery power when operating in noisy or 
interference-prone wireless network. 

6.2 Security Analysis 

Counter mode is known to be secure against chosen-
plaintext attacks [26], as the ciphertext hides all partial 
information about plaintext, even if some a priori 
information about the plaintext is know. But, security is 
valid under the assumption that the primary block cipher, 
i.e. in this case AES, is a pseudo-random function family 
and that a unique counter value is used at every step. 
Hence, CCMP is secure as long as the triple (key Ki, CBC-
MAC IV) is not reused and a pair (key Kc, counter value 
(Ctr)) is not reused. Moreover, the inclusion of MAC 
addresses in the IV prevent the sender and receiver from 
applying the same (Key, CBC-MAC IV) pair. It is also 
confirmed that security of CCMP with embedded CMBC-
MAC is guaranteed by the security analysis provided in 
[16] because the counter mode encryption scheme 
parameters are not modified, but rather showed how the 
counter mode can be also extended and merged for 
authentication using a chaining procedure in the new 
approach. Considering, the following MAC expression 
deduced from enhanced CCMP with CMBC-MAC, we 
obtain: 

C[1] = M[1] ⊕ EK(Ctr) 
MAC[1] = C[1] ⊕ EK(IV) = M[1] ⊕ EK(Ctr) ⊕ 

EK(IV) 
C[2] = M[2] ⊕ EK(Ctr + 1) 
MAC[2] = MAC[1] ⊕ C[2] 
MAC [2] = M[1] ⊕ EK(Ctr) ⊕ EK(IV) ⊕ M[2] ⊕ 

EK(Ctr + 1) 
MAC [n] = M[1] ⊕ M[2] ⊕…. ⊕ M[n] ⊕ EK(IV) ⊕ 

EK(Ctr) ⊕ EK(Ctr + 1) ⊕ …⊕ EK(Ctr + n) 
 
where, each symbol in the above expressions has 

same meaning as used in previous explanation in this 
paper. 
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The MAC expression also suggests that the security of the 
composite AES-CCMP with CMBC-MAC is based on 
more than just the security of the individual components. 
The cross-relationship and dependencies between CTR 
mode and CMBC-MAC also influence the actual security 
composition. The initialization phase has been assessed 
with respect to the Strict Avalanche Criterion (SAC) [25]. 
This has been done not only for the key sensitivity but also 
for the first CBC-MAC IV sensitivity. If the full AES 
encryption rounds (Nr) are performed during the 
initialization, the security level is assumed to be so high, 
that only exhaustive search can find the correct key or IV 
value from known plaintext / cipher text pairs.  Note that 
for a key of size n bits, require 2n operations for key 
searching attack. Hence, to provide an equivalent security 
of MAC to the cipher, we would theoretically require a 
MAC size twice as long as the cipher key text. However, 
we cannot afford this extra MAC overhead as the 
performance will suffer in terms of lower throughput, 
more processing, higher memory and transmission cost. 

6.3 Complexity Analysis of AES-CCMP with Hybrid 
CMBC-MAC 

Considering a message M = M1, M2, ..., Mn, where n is the 
number of 128-bit plaintext blocks, then the counter mode 
is described as: 

Initially, counter (Ctr) ← 0  
For each message M = M1, M2, ..., Mn 
Initial-counter ← counter (Ctr) 
For i = 1 to n do  
Ci ← Mi ⊕  EK (Ctr), Ctr ← Ctr + 1 
  
The total number of processing cycles to encrypt n 

blocks of 128-bit plaintext is: 
T’CTR = n* (1 XOR + 1 * TAES-ENCRYPT)  

 
Therefore, the total number of processing cycles to 

construct the MIC and encrypt both the message and its 
MIC for the improved CCMP design with hybrid CMBC-
MAC is: 

Improved TAES-CCM =  (n + 2)*TAES-ENCRYPT  + 
(2n+1)*(XOR),  

Improved TAES-CCM =  (n + 2)*TAES-ENCRYPT  + 
(2n+1)*( 8NbTand + 4NbTor),  

Improved TAES-CCM =  (n + 2)*{(46Nb Nr – 30Nb) 
Tand + [31Nb Nr + 12(Nr – 1) – 20Nb] Tor + [64Nb Nr + 
96(Nr – 1) – 61 Nb] Tshift } + (2n + 1)*( 8NbTand + 
4NbTor),  

 
Conversely, for comparison, recall that in the case of 

generic CCMP, 
Original TAES-CCM = (2n + 2)*TAES-ENCRYPT + 

(2n+1)*(8NbTand + 4NbTor), 
Original TAES-CCM = (2n + 2)*{(46Nb Nr – 30Nb) 

Tand + [31Nb Nr + 12(Nr – 1) – 20Nb] Tor + [64Nb Nr + 
96(Nr – 1) – 61 Nb] Tshift } + (2n+1)*(8NbTand + 4NbTor), 

 
The difference in computational complexity between 

Original TAES-CCM and improved TAES-CCM variant is 
(n)*{(46Nb Nr – 30Nb) Tand + [31Nb Nr + 12(Nr – 1) – 
20Nb] Tor + [64Nb Nr + 96(Nr – 1) – 61 Nb] Tshift } 

 
From tabulated results, Table 2, it is noted that the 

overall speedup factor increases when the message size 
increases, but then almost stabilizes for large message size, 
typically above n=30. This is in accordance with 
Amdahl’s principle because the fraction of times the 
CMBC-MAC for authentication component being used 
has an upper bound, which is 50%.  

 

 

Table 2: Theoretical Complexity of AES-CCMP with CMBC-MAC 

 
From the AES-CCMP mathematical computational 
analysis, we note that the increase in amount of processing 
cycles over payload/message size is linear as shown in 

Figure 3, and this outcome is inline with previous 
research that were carried out by experimental approach in 
[22] [10]. The number of processing cycles for CCMP also 
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varies linearly with the number of rounds of the core 
encryption, as illustrated in Figure 3. The energy 
expenditure is a function of number of computations and 
can be easily calculated by multiplying the number of 
computations of AES-CCMP for a given AES key size 
times the energy consumed in Joules by a single 
computation.  
 

 

Figure 3: AES-CCMP complexity comparison 

From Figure 4, we note that AES-CCMP with CMBC-
MAC has a lower gradient for the rate of change of 
processing cycles (indirectly, the power) with respect to 
the number of rounds is smaller compared to AES-CCMP 
with CBC-MAC.  With a fixed key size 128-bit, it is more 
efficient to encrypt larger messages since the security 
overhead is smaller. The execution time of the security 
protocol depends on the number of operations executed 
and the computational power required by a security 
protocol is determined by measuring the time required to 
complete the all security operations. The amount of energy 
consumed by the cryptographic function is directly 
proportional to the amount of computation. In general, by 
doing more computations in a cryptographic algorithm it 
results in stronger security level, assuming the extra 
computations for a specific cipher can come from 
increasing the key size or number of rounds parameters. 
However, for a fixed cipher parameter set, AES-CCMP 
with CMBC-MAC gives approximately 25% reduction in 
number of computations compared to AES-CCMP with 
CBC-MAC, but this is a result of the new CMBC-MAC 
design that optimizes the recursive call of AES cipher 
function for combined authentication and encryption 
process. This result is shown in Figure 5. 

 

 

Figure 4: Relationship between AES-CCMP complexity and different 
cipher rounds 

 

Figure 5: Average number of computation (ANC) per bit encrypted for 
both CCMPs 

A logical statement is that lower computational 
complexity security component has faster execution time 
than more complex security modules. In fact, Amdahl's 
law [28] states that the performance improvement to be 
gained from using some faster mode of execution is 
limited by the fraction of the time the faster mode can be 
used. A program X is N% faster than program Y if, the 
ratio CPU Execution time of x / CPU Execution time of Y 
is equal (1 + N/100). Then, accordingly to Amdahl's 
Law:  

Overall Speedup = 1 / [(1-f) + f/s] 
where, f is fraction of a program that is enhanced and 

s is speedup of the enhanced portion. 
 
For example, prior to optimization, for AES cipher 

with Nr = 6 rounds, key size is 128 bits, TAES-CCM = 14064 
processing cycles, TCBC-MAC = 7008 processing cycles, and 
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TCTR = 7056 processing cycles. We infer that a CCMP 
module (hardware or software) consists of 49.83% of the 
time spent by CBC-MAC authentication element and 
50.17% time expend for CTR mode encryption part. Next, 
with CMBC-MAC optimization, improved TAES-CCM = 
10584 processing cycles. The overall Speed-up is thus 
1.33 due to performance of authentication element being 
enhanced by a factor of 1.5, i.e. s = 1.5.  
Usually, the relationship between efficiency or 
performance cost and security strength is that, the higher 
security we want, the less efficient is the method providing 
that security level. Each operation executed by the 
processor takes a finite time and some operations are more 
complex and more resource demanding than others. The 
ideal case is to use simple operations, but to combine these 
operations in a way to achieve a high level of security. 
Moreover, CMBC-MAC can be parallelized similar to 
Parallelizable MAC (PMAC) that was introduced by Black 
and Rogaway [9] where all the incoming data blocks are 
passed through block ciphers in parallel, essentially 
reducing the processing time further. Another way to gain 
in speed, is to interleave certain repetitive sequential 
functions in CCMP, but in our work we do not investigate 
the impact of interleaving on AES-CCMP with hybrid 
CMBC-MAC. 
The proposed hybrid CMBC-MAC has a valuable energy-
saving characteristic as it allows pre-decryption MIC 
validation or MIC filtered decryption (MFD). Only the 
received MIC tag needs to be extracted and decrypted for 
this purpose which is directly done in Counter mode. The 
CTR mode already allows decryption with “random 
access”. It means that the receiver need not decrypt all the 
C[n] ciphertext blocks before re-computing the MIC for 
checking message authentication. So, under error channel 
conditions, any received packet is first filtered with MIC 
checking, and only then the whole message with valid 
MIC is decrypted with the cipher.  
Lastly, assuming the number of encrypted packets is P and 
the number of packets discard by MIC filter at receiver is 
d, then, the number of packet decrypted by AES-CCMP 
with CMBC-MAC is (P – d). Further, if a CBC-MAC 
MIC module consumes µ Joule/packet and CTR mode 
takes β Joule/packet, we deduce the original CCMP 
decryption process energy consumption will be , E = P (µ) 
+ P(β) = P (µ + β). However, comparatively for CCMP 
with hybrid CMBC-MAC ( i.e. MIC filtered decryption), 
the decryption energy is E’ = P(µ’) + (P-d)β, where µ’ is 
the energy cost associated  with CMBC-MAC part and µ > 
µ’ . The expected energy saving is P(µ-µ’) + (d)β Joule. 
Hence, the MFD technique is efficient in the sense that 
CPU cycles and computation energy are not wasted on 
fully decrypting corrupted received packets.   

7. Conclusion 

In this paper, a concise theoretical analysis of the 
complexity and computational cost of AES-CCMP has 
been presented which can be used to study its energy 
consumption. CCMP is confirmed to be computationally 
expensive with CBC-MAC authentication element and 
Counter mode encryption part contributing equally to the 
overall computational cost. We proposed a minimalist 
modified AES-CCMP design with hybrid CMBC-MAC to 
demonstrate the potential for high energy saving at both 
the encryption side and decryption side. The encrypt-then-
authenticate composition first encrypts with AES-CTR, 
and then computes MAC on the ciphertext with separate 
keys for encryption and authentication. The resource-
saving AES-CCMP with CMBC-MAC enables faster 
message authentication and eliminates AES-CTR-mode 
decryption of corrupted packets with invalid MIC received 
from error-prone wireless channel. As part of our ongoing 
work, we are investigating better methods to optimize 
IEEE 802.11i security components from a resource-
efficient implementation perspective, both in software and 
hardware, to be attuned with growing number of 
heterogeneous battery limited wireless devices.  
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