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Summary 
 
The internet has become crowed as the website is growing 
increasingly which difficult for users to find the 
information they require without using the search engine. 
However, the current search engines are subject to the 
returned of irrelevant result due to the ambiguity problem. 
As the search engine are return the search result without 
consider the meaning of the word that user input. This 
paper proposed a prototype system named as Natural 
Language Web Application (NLWA) to response to the 
ambiguity problem that occurs in perform the search using 
the search engine. This system was implemented the 
fundamental concept of natural language processing 
(NLP) whereby is to differentiate the similar meaning 
(synonyms) or multiple meaning (polysemous) of the word 
if it has any. The NLWA is a middleware that link to 
Google search engine and able to generate the synonyms 
or differentiate the meanings of the word that input in 
NLWA and in turn return the result directly from Google 
search engine. 
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1. Introduction 

The size of the World Wide Web is growing increasingly 
which contained diversity of information like a library that 
full of resources for internet users to look for information. 
This phenomenon was provided both pros and con for the 
internet users. In terms of pros, internet users have more 
chances to access the variety sources of information that 
available from different websites over the World Wide 
Web. However, in terms of con, this increased amount of 
websites growth was lead to the difficulty for users to find 
the information they require. It is hardly to seek for 
information without using search engines unless having 
the specified URL for the particular web pages.  
 
As a result, due to the World Wide Web phenomenon, 
web search engines were playing an important role in 
seeking information for the internet users. In this 
information explosion era, the search of information is 
highly relies on  
 

the search engines. Performing a search of Web to obtain 
desire information without using the search engines is a  
 
time consuming task. Therefore, search engines was 
became a common tool in looking for desire information 
from the range of web pages that growing progressively in 
the World Wide Web.  
 
Today, internet users who access to the Web can see 
search engines everywhere regardless of it type or features. 
Based on Search Engine Watch.com, there is 319 million 
of searches performed everyday [1]. In spite of the 
common search engines browser such as Google, Yahoo!, 
Live Search, Ask.com and etc which provide a search for 
any information; there are numerous websites also contain 
a search engines which allow the search for contents in the 
particular own website. Certainly, most of the search 
engines have became standardized to provide a search for 
useful information. In this context, most of the search 
engines provide the search of web, images, video, news, 
blogs and even more.   
 
However, the search engines are subject to the problem of 
generated unwanted or irrelevant information in the search 
result. The keyword(s) enter by user to perform a search 
may contain different meaning as represented different 
“sense” between verb and noun [6]. In other words, the 
keywords that input may have multiple meaning which 
can lead to ambiguity problem.  
 
This ambiguity problem is mainly because of the search 
engines do not consider the exact meaning of the search 
query but only consider the keywords matching of the 
search query based on the indexes [6, 3]. In addition, the 
“keyword may not be able to convey complex search 
semantics a user wishes to express” [4] and thus return the 
irrelevant information that are not the user desires.  
 
Due to the ambiguity problem, a prototype that applies the 
fundamental concept of natural language processing 
(NLP) was proposed.  The idea of NLWA is to 
differentiate the meaning behind a word and to clustering 
the similar meaning of a word that input to the search 
engine. NLWA will function on top of Google search 
engines as a middleware to look into the meaning of the 
word that enters by user and in turn performs the search in 
Google search engine.  
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2. How the Search Engine work 

Search engines can differ dramatically in the way they find 
and index the documents on the Web, and the way they 
search the indexes from the user's query [5]. There are 
various types of search engines in the market and each 
type of it has their own working architecture. The two 
general type of search engines are discussed in this section. 
In this context, there are known as spider/crawler based 
and directory based [7].  
 
There are three modules in the search engines architecture 
that work on spider or crawler based. First of all, in order 
for crawler based search engines to search the web and 
return information that looking by the user, search engines 
rely on a software robot which known as web spider or 
crawler [11, 12]. The web spider or crawler is a program 
that used to conduct a web crawling process. The web 
crawling process is to finds web pages or web documents 
from “site to site” [8] by following every links contained 
in each web page of a websites [10, 11, 12]. 
 
Subsequently, all the web pages that have been found or 
known as “crawled” by the web spider will be sent to 
indexing software in order to produce a list of indexes that 
based on the words in the content of each web page. The 
indexes that produced will then store in the search engine 
database. Some search engines may just crawl the title of 
the web pages whereas some may crawl every word in the 
web pages. Besides that, the indexes that produced may be 
vary depends on different search engines that using 
different of weighting [10, 8, 11].  
 
Last but no least, when user performs a search, the search 
engines will match the word in user’s search query with all 
the indexes that stored in its database [9]. Then, which in 
turn generate and return the search result from millions of 
the web pages according to the relevancy that determine 
by the search engine. Figure 1 illustrates the process of 
how the search engines work. 
 
The major factors that determine the relevancy of search 
result is based on the algorithm to weigh the frequency of 
keywords appear and which part the keyword does appear 
in a web page as well as the popularity of web page [2, 13]. 
However, different search engines are using different 
algorithm to rank the search result. Also, the algorithm 
calculation of a particular search engine is a highly secret. 
Thus, this is also the reason of different search engines are 
provided different search result for the same search query 
[13].  
 
Conversely, directory based search engines do not crawl 
the web pages but rely on human editors to work on the 

indexes and categorize the web pages into appropriate 
categories. In order for directory based search engine to 
return the information that search by user, the human 
editors match the search word with the description that 
submitted by the websites owner or the description review 
that written by the human editors themselves.  In addition, 
the changes on the web pages would not be update 
automatically by the directory based search engines unless 
the description is update [15, 14].  

 
Fig 1. The process of how search engines work  

(Source: http://computer.howstuffworks.com/search-engine1.htm) 

Yet accordingly, search engines are indexed large portion 
of web page which can lead to the problem of generated 
unwanted or irrelevant information. Dr. Bridge showed 
that “matching keywords from the user’s query with words 
in the document may be prone to retrieving too many 
unwanted documents” [3]. It is clear that search engines 
only match with the words contained in user’s query but 
do not consider the meaning of words as for a certain same 
word may have different multiple meaning, which is 
known as “polysemous” [6]. Therefore, this can also lead 
to the ambiguity problem whereby search engines just go 
to the keyword directly with web page that matches with 
the stored indexes [2, 11]. If the word that user search 
have multiple meaning, they may not interested with a 
search result that consist all meaning its have if they only 
interested in one of the meaning [11].  
 

3. Questionnaire Distribution 
Questionnaires are distributed based on the calculated 
sampling size on the population among UCSI students and 
the residents near the researcher’s living area. The aim of 
this questionnaire distribution is to find out the top 10 
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used search engine among the users and their opinions on 
the returned result that gathered from the search engine.  
 
The sampling size that is too large may lead to the waste 
of time and money, if is too small may lead to inaccurate 
result. Thus, the calculation of sampling size that used by 
researcher is based on the sampling size calculator as 
shown in the figure below; 

 

 
Figure 3.2 Sample Size Calculators by Custominsight.com [16] 

 
Figure 2 indicate the sampling size is 245 respondents will 
be needed with the confidence level at 95%, confidence 
interval at 6% and population at 3000. The confidence 
level is the level of confidence of the sample answer that 
represent the true answer of the population. The 
confidence level is fall between 90%, 95% and 99%. The 
higher the confidence level, the higher the accuracy of the 
answer based on the population. Researchers select 
confidence level at 95%. Besides, confidence interval, also 
known as sampling error is the plus and minus figures in 
percentage that researcher willing to tolerate. In this case, 
researcher is using 6% as the maximum of error that 
willing to tolerate. Thus, with the confidence level at 95% 
and confidence interval at 6%, the sample is being asked 
between 89% (95% - 6%) and 101% (95% + 6%) of the 
total population. Lastly, the population is the total size of 
target population where the sample is selected based on 
50% of UCSI students and 50% of public respondent from 
researcher living area which is about 3000. 
 
The respondent’s questionnaire is then collected for the 
process of analysis. The tool that use in the project to 
generate the statistic from the questionnaire result is 
Microsoft Office Excel 2003. Some of the results are 
presented on the next part of this paper.   
 

4. Questionnaire Results Analysis 
 
This section analyzes the result of the returned 
questionnaire of 300 copies that were equally distributed 
to 50% of UCSI students and 50% of public respondents. 

 

4.1 Demographic 

Table 1 illustrates the age group of target respondents in 
range of maximum, minimum, and means with 42%, 1%, 
and 31% respectively. 

Table 1: Demographic 
Max  Min  Means  Age group 
21-25 <15 16-20 
Male  Female   Gender  
49% 51%  
Student  Non-Exec Exec Categories  
50% 17.5% 32.5% 
Max  Min  Means  Online 

experiences 5 years < 1 years 4 years 
 
In terms of gender, it shows that the survey has conducted 
approximately equaled on male and female from both 
students and public respondents. The female students hold 
27% whereas the public female hold 24%. On the other 
hand, the male students hold 23% whereas the public male 
holds 26%. In term of categories, there are both equally at 
50% of the total of questionnaires that distributed whereby 
the public respondents have categories of 32.5% from 
executive level and 17.5% from non-executive level. Also, 
the online experiences of the target respondents are 40%, 
11%, and 17% in the range of maximum, minimum, and 
means, respectively. 
 

4.2 Top 10 Most Favorite Search Engine 
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Fig. 2 Top 10 most favorite search engine used 

Figure 2 shows the top 10 most favorite search engine 
used. Googles and Yahoo each hold the top on most 
favorite search engine chosen among the users while the 
gigablast are among the last two strongly dislike search 
engine being used. The choice of user’s selection 
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somehow reflected on the popularity of the search engine. 
However, researchers try to ask the respondent on the 
relevancy of the return of the search result and the analysis 
were done on Figure 3. 

4.3 Top 10 Most Favorite Search Engine 
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Fig. 3 Mostly favorite search engine with the 
relevancy of return search result.  

As shown in Figure 3, Google is the search engine that has 
the highest relevant return of search results whereas Live 
Search is the highest irrelevant return of search results. 
However, the highest selection of the relevancy of return 
search result is “Undecided” regardless which of the most 
favorite search engine. Undecided refers as the relevancy 
is depends on what the respondents are search. Hence, 
based on the statistics of finding, the relevancy of the 
return of search results are strongly depends on the word 
that user search.  

4.4 Top 10 Most Favorite Search Engine 

Word that has multiple meaning may increase the chances 
of return irrelevant result. As according to Figure 4, there 
are 53% of respondents’ responded that the search for 
word that has multiple meaning was lead to the return of 
irrelevant result. It has proved the hypothesis of research 
whereby the ambiguity word may lead to the return of 
irrelevant result. 

Opinion on Return of Irrelevant Result

Yes, 153, 53%

Others, 2, 1%
Not sure, 96, 

34%

No, 35, 12%

Yes
No

Not sure
Others

 

Fig. 4 Opinion on the reason of return of irrelevancy result. 

5. Natural Language Web Application 
(NLWA) 
 
NLWA work as the middle engine, try to cluster the 
similar meaning of word and in return on the search in 
search engines by differentiates between the types of word. 
The differentiation is done by looking into the type of 
word respective in verb, noun, and adjective to obtain the 
meaning behind the word. 
 
The purpose of differentiate is to disambiguate the word 
that has multiple meaning. This is because certain word 
has multiple meaning in different type either is verb or 
noun which present different of meaning may lead to the 
retuned of irrelevant search results. As the meaning that 
present for the word that is polysemous are normally 
totally different. Additionally, the purpose of clustering is 
to group the similar meaning or synonymy of the word 
together in order to increase the chances of getting the 
information that user desire by looking into the meaning 
and the type of the particular word.  
 
5.1 Framework  
 
Figure 5 illustrates the framework of how the entire 
NLWA works in high level view whereby the system acts 
as a middle engine that function on the Google search 
engines to identify verb or noun or similar meaning of the 
word before perform the search. The identification is 
possible by clustering similar meaning of word in working 
with dictionary data based on thesaurus that store in the 
database.  
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Fig. 5 Concept of NLWA 

After the clustering of the similar meaning of word by 
looking into the type and the meaning behind of the 
particular word, NLWA will generate URL to connect to 
the Google search engine. NLWA is generating URL by 
passing parameter to inform the Google search engine 
what to search. The generation of URL will in turn link to 
Google search engines to perform the search. 
Subsequently, the Google search engines will return the 
search results according to the parameter in the URL it 
received.  
 
5.2 Internal Process of NLWA 
 
Figure 6 shows the specific view of the flow of internal 
process from the high level view system framework. The 
ASP.Net will connect to the database and retrieve the 
dictionary data from the table that stored in the database. 
After retrieved the data, it then return the value in order to 
generate the URL. Specifically, during the retrieving 
process, the ASP.Net will read row by row to look for the 
data that stored in the table “WORD” column. In this case, 
when its match the data that stored in the “WORD” 
column based on the word that user key in, it will return 
the value that stored in the “SIMILAR_MEANING” 
column to ASP.Net. The value refers to the similar 
meaning of word which is clustered in the database 
according to the meaning of the particular word.  Lastly, 
when the value returns to ASP.Net, it will pass in each 
returned value as parameter to generate with the URL 
together in order to link to Google. With the parameters 
that pass it, Google is being informed what to search. 

 

Fig. 6 Framework of NLWA 

6. Beta Testing of NLWA 
 

In this section, a test for a group of 50 selected words is 
done in order to evaluate the meaning behind the word for 
the clustering process. For instances, Figure 7 shows the 
input of a word ‘big’. User key in a word “big” as the 
input, NLWA will differentiate the types and meaning of 
“big”. As a result, the input word has similar meaning and 
based on the clustering of its similar meaning, NLWA 
return “huge”, “large”, “gigantic” as the parameter.  
 

 

Fig. 7 Testing page on input of keyword ‘big’ at NLWA 
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Subsequently, follow by the generation of the URL with 
the parameter that returned to trigger Google search 
engine to search and return the result for big, huge, large, 
and gigantic as shows in Figure 8. 

 

Fig. 8 The return of result with the synonyms of big 
 
Instead of clustering word that has similar meaning, 
NLWA differentiated word that has multiple meaning as 
well. Again, the input of a word “order” to the NLWA, the 
differentiation between the types and meaning of the word 
“order” is processed. As a result, the input word has 
multiple meaning in this case, NLWA then generates all 
the meanings of “order’ as shows in Figure 9. User can 
select which meaning of “order” he or she is interested to 
perform a search. With the clustering of the similar 
meaning, Google search engine returned the search result 
according to the parameter on the meaning that user select. 
By showing all the meanings of the word that is 
polysemous, users can review which sense of meaning that 
the word present and select which they want to search. 
 

 
 

Fig 9. Input of keyword ‘order’ 

As a result, in comparing the results gathered from NLWA 
to the normal search on Googles, researchers find that the 
results returned applying the concept of NLWA has 
improved and also solved the ambiguity problem that 
occurs in perform the search using the search engine.  

7. Conclusions 
This paper has presented the how search engines work and 
explored the architecture of each. Secondly, based on the 
questionnaire analysis, the research hypothesis has been 
proved that the ambiguity word may lead to the return of 
irrelevant search result of the search engines. Moreover, 
based on the ambiguity problem of a word that is 
polysemous, the solution is designed to identify the 
meaning of word or synonyms for the word that input in 
the Natural Language Web Application (NLWA) are 
working. With the dictionary data which clustering for the 
similar meaning of word that stored in the database, the 
prototype is able to return either the meaning or synonyms 
of the word that input based on the type of the word in 
verb, noun, or adjective.  Also, the test shows that the 
NLWA consists of the function that described and able to 
return the appropriate parameters. 
 

8. Future Recommendations  
As there are the limitations in the functionality of the 
prototype system, thus there are several considerations for 
the improvements of the system in the future as the list in 
following: 

 
• Further study of searching for multiple words due 

to the scope of this prototype system is only to 
support in searching for single word.  

• Enhance by further study of other approaches on 
natural languages processing in order to support 
the search in languages other than English 
language. For instance is Chinese, Malay and 
Japanese. 

• Develop more attractive user interface and 
support for more features such as the link to not 
only Google search engine but other search 
engine as well. For instance are Yahoo, Live 
Search (MSN), and even others. 
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