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Summary
Vertical partitioning is an important technique in which attributes of a relation assigned to partitions, is aimed at improving database performance. The complexity of object-oriented databases models due to subclass hierarchy and class composition hierarchy complicates the definition and representation of vertical partitioning of the classes. In this research paper, we propose a new algorithm for vertical partitioning in object oriented databases using intelligent agents based on attributes and methods.
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1. Introduction
Object oriented databases (OODBs) have gained a considerable attention mainly because they reduce the gap between real world concepts and data representation models. The world surrounding us generates various types of data in abundance. The partitioning of related objects should be performed before clustering for an efficient access in object oriented databases. In databases, the clustering of data is needed to store and retrieve related data together. Generally the clustering of data can be divided into two phases. In the first phase partitioning of related data is done. The second phase is rearrange data in the partition block so that data which are more likely accessed together are located closely to increase the performance.

Partitioning in database design is the process of assigning a logical object (relation) from the logical schema of the database to several physical objects (files) in a stored database. Vertical partitioning subdivides the attributes into groups and assigns each group to a physical object. In other words vertical partitioning refers to the dissection of a relation into a set of relations, each containing a subset of attributes of the original relation. Horizontal partitioning subdivides object instances (tuples) into groups, all having the same attributes of the original object. In other words, horizontal partitioning refers to the dissection of a relation so that each smaller relation contains the same number of attributes as the original relation but with different tuples in each partition. Here the physical objects are a result of vertical or horizontal partitioning as horizontal or vertical fragments.

The OO features such as encapsulation, ISA/class-composition hierarchies and the presence of simple and complex methods add to the complexity of the partitioning problem. Vertical partitioning is inherently more difficult than horizontal partitioning because of its large solution space [26].

Several papers published on the clustering of object-oriented databases [1, 3, 15, 16]. All the papers assumed that there were partition blocks already. It is important to derive a partition block prior to clustering. The information for partitioning databases can be given by users. The information from users is not always correct and sufficient. Therefore, an automatic partition of databases is desirable. In this paper the vertical partitioning problem is considered. The research work also presents a method for vertical partitioning in Object Oriented Databases Using Intelligent Agents.

2. Ontologies
Objects are used in a broad sense. The object may represent a single attribute in a relational database or a complex object in an object oriented database.

Object: Object is the principal building blocks of object-oriented programs. Each object is a programming unit consisting of attribute (instance variables) and behavior (instance methods). An object is a software bundle of variables and related methods.

Clusters: Clusters are groups of objects linked together according to some rules. In abstract terms, a cluster can be
Intelligent Agents: An intelligent agent is a software that assists people and act on their behalf. Intelligent agents work by allowing people to delegate work that they could have done, to the agent software. Agents can perform repetitive tasks, summarize complex data, learn from you and even make recommendations to you.

Cluster analysis: Cluster analysis is a generic name for techniques that group items based on some similarity criteria between them. Various clustering techniques can be obtained by choosing different similarity measures and grouping procedures. Cluster analysis refers to the generation of groups, or clusters, of objects that fit a set of definitions.

3. Related Work: Vertical Clustering in Object Oriented Databases

Most of the research related to partitioning has been carried out in the context of relational databases. There are various ways of partitioning a relation include vertical, horizontal and hybrid / mixed [26]. Because of the criticality of the database performance, several researchers have contributed enormously to vertical Partitioning. Database partitioning has been applied in centralized relational databases [4,8,19,25,28], distributed databases [2,5,8,19,22,26], Data Warehouse Design [10,13,18], and Object-Oriented Database design [12,14]. There has been a increasing demand on the performance of object oriented database systems (ODBSs) which resulted in the adoption of partitioning techniques from relational databases. Gorla [14] used genetic algorithm to determine the instance variables that should be stored in each class/subclass in a subclass hierarchy, so that the total cost of database operations is minimized in the Object Oriented Database.

More recently, Ailamaki, A; Dewitt, D.J.; Hill, M.D and Skounakis M [1] proposed Partition Attributes Across (PAX) model by improving cache performance, while Ramamurthy et al [27] proposed fractured mirrors partitioning scheme based on Decomposition Storage Model and N-ary Storage Model. Fung, Karlapalem, and Li [12] analyze vertical partitioning of classes/subclasses for class composition hierarchy and subclass hierarchy and develop the associated cost functions for query processing under the cases of large memory and small memory availability. Ng et al [25] proposed a combined vertical partitioning and tuple clustering using genetic algorithm. In addition to vertical [2,3,16], horizontal [16,17] partitioning, there are new ways specific to object oriented databases such as path partitioning [16] and method-induced partitioning [18]. A vertical partitioning has been reported in [16]. In this representation, attributes are partitioned first and then relevant methods are inserted in the partitions afterwards.

Partitioning based on attributes has been studied earlier in [6],[7],[9],[11]. In [9] DBMS that carries out attribute clustering [9]. It was observed [33] that the major obstacle to widespread use of object-oriented systems would be that their execution may be intrinsically inefficient due to excessive overhead. To reduce this overhead, [33] proposed a vertically partitioned structure for design and implementation of object-oriented systems. Because of the gaining popularity of object-oriented databases in [35] proposed class fragmentation and allocation schemes in order to minimize data transfer in distributed object database systems with complex attributes and methods. Hwang and Yang [34] addressed the necessity of component and data distribution in designing a distributed workflow management system (WFMS).

4. Vertical Partitioning Procedure

Object oriented data model supports basic features such as class, encapsulation, inheritance, and unique object identifier. Each object of a class has a state and behavior. The state represented by attributes and behavior is represented by methods. Objects in a class can inherit attributes and methods from other classes. For each class in the object oriented data, it is important to know the following information: (i) its attributes, their classifications (simple or complex) and the referred classes of each (for complex attributes); (ii) its methods, their classifications (simple or complex) and the referred classes of each (for complex methods); and (iii) its relationships, their cardinalities and the referred classes. Simple attributes acquire values from an atomic domain, such as integer or character. Complex attributes can acquire values from the set of OIDs of objects in the database. Complex methods can invoke other methods but simple methods cannot.

A vertical partitioning of a class C in an object-oriented database defines both structural and behavioral properties. The structural properties are represented by a set of instance variables \( I = \{i_1, i_2, ..., i_n\} \) results in a set of vertical class partitioning \( V = \{V_1, V_2, V_3, ..., V_k\} \) while behavioral properties are embodied by a set of methods \( M = \{m_1, m_2, ..., m_n\} \); the latter are used to access and manipulate objects in class C’s warehouse. For the former, each instance variable of an object is instantiated by using a value from its domain class. Vertical class partition \( V_i \) has
a non empty subset of instance variables $i^j = \{i^1, i^2, \ldots, i^n\}$ and each $i^q, q \in 1, \ldots, n,$ where $n$ is the number of instance variables in the $j$th vertical partition.

4.1 Internal Representation of Vertical Fragments

The research work considers a student data with the following attributes. The attributes of the class partitioned vertically based on the dependency factor. The dependency here refers how each attributes are related or closely related to one another. The related attributes taken together then grouped together to form a vertically partitioned class. For example the above class is vertically partitioned into V1, V2 & V3. The vertical partition V1 partitioned vertically based on the personal details of the class student. Similarly partition V2 is partitioned based on the family details, and V3 is partitioned based on the address. Agents are used to identify the related or dependent attribute and partition it appropriately in respective partitions. The following diagrammatic representation shows clearly how these attributes are partitioned:

![Figure 1: Student data](image)

4.2 Strategy and Algorithm Used

Two basic forms of vertical partitioning schemes are possible. They are method-based partitioning and attribute based partitioning.

<table>
<thead>
<tr>
<th>Class V1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Registernumber Char [10];</td>
</tr>
<tr>
<td>Initial Char [5];</td>
</tr>
<tr>
<td>FirstName char [20];</td>
</tr>
<tr>
<td>MiddleName char[20];</td>
</tr>
<tr>
<td>LastName char[20];</td>
</tr>
<tr>
<td>Dob char[20];</td>
</tr>
<tr>
<td>Gender char[5];</td>
</tr>
<tr>
<td>Country char [20];</td>
</tr>
<tr>
<td>Religion char[20];</td>
</tr>
<tr>
<td>Denomination char[25];</td>
</tr>
<tr>
<td>Language char[25];</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Class V2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Family Details</td>
</tr>
<tr>
<td>FatherName char [25];</td>
</tr>
<tr>
<td>FDesignation char[25];</td>
</tr>
<tr>
<td>Mothername char[25];</td>
</tr>
<tr>
<td>MDesignation char[25];</td>
</tr>
<tr>
<td>Phonenumber number [10];</td>
</tr>
<tr>
<td>DegreeClass char [30];</td>
</tr>
<tr>
<td>Degree char[30];</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Class V3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Address Details</td>
</tr>
<tr>
<td>Area char[30];</td>
</tr>
<tr>
<td>Address char[50];</td>
</tr>
<tr>
<td>City char[30];</td>
</tr>
</tbody>
</table>

**Fig 2: Possible Vertical Class partitions V1, V2 & V3**

In the method based partitioning methods in a class becomes basic unit for partitioning. Methods partitioned first and the attributes inserted afterwards. In the attribute based partitioning scheme, the attributes are partitioned first and methods are inserted afterwards. The first step analyzes the vertical partitioning of a set of classes and its set of operations. Each attributes are accessed in the class, to identify the attributes that are closely related or related to one another and their corresponding methods. For each attribute if there is a relation between the two then it is attached to the existing class. New partitions are created if there are no related methods or attributes. Due to some constraints this research work is based on only attributes. (ie) the related/closely dependent attribute are vertically partitioned to a class.
5. Vertical Partitioning Algorithm

The following algorithm is a general algorithm for vertically partitioning an object-oriented database based on methods or attributes.

5.1 Method based Partitioning Scheme

Methods in a class can be used for partitioning based on the relationship between different methods in a class. In method based partitioning, methods are partitioned in the first place and the attributes are inserted afterwards based on the relations with the methods. In [29] method based partitioning can be further classified:

Method – Method affinity (MMA) is used to select methods for grouping in this scheme. The methods can be grouped together based on either high or low affinities among themselves. The affinities could be estimated on the basis of transaction method access patterns over a predetermined set of transactions or on the basis of complex methods that invoke other methods.

Common attribute affinity (CAA) There is a possibility of grouping the methods which access the same subset of attributes in a partition along with the relevant attributes.

Such a grouping can reduce data shipping in an environment where partitions are mapped onto different sites (processors).

Function VerticalPartitioning (Cv: set of classes to be vertically partitioned, O: the set of operations)

returns Fv: set of vertical class partitions

begin
for each Ck that is in Cv do
for each Oi that is in O do
for each element (attribute or method) ei of ck that is accessed
by Oi do
for each element (attribute or method) ej of ck that is accessed by Oi do
if there is a relation between ei and ej then
link it into already existing class (methods or attributes)
else
create a method or class between ei and ej and partition the attribute or methods into a new class
return Fv
end

6. Role of Intelligent Agents

An agent is a physical or virtual entity, which runs approximately as follows: [30]
- Which is capable of acting in an environment
- Which can communicate directly with other agents
- Which is driven by a set of tendencies
- Which possesses resources of its own
- Which is capable of perceiving its environment
- Which possesses skills and can offer services

We can make the agent learn to group the similar attributes into vertical partition based on the class. Also using agents we can select grouping the methods in the vertical partitioning scheme. Intelligent Agents are used in the following steps.

1. Identifying Objects
   Agent identifies the object by listing candidate objects found in the written requirements specification. The next step is to identify relevant objects from the application domain. The object identification agent manages the task concerning the object identification.

2. Identifying Classes
   A class identification agent used to identify the various classes found in the object-oriented databases. The class identification agent begins by listing the available classes.
in the object-oriented databases. The class identification agent manages the task concerning the identification of classes.

6.3 Identifying Methods
A method identification agent used to identify the various methods used inside the class/object oriented database. It begins by listing the various methods based on the dependency and the association between them.

6.4 Identifying Attributes
An attribute identification agent begins by listing the attributes in the object oriented databases/class. The next step is to identify relevant attributes. Attributes are properties of individual objects such as name, weight, velocity, or color. The attribute identification agent manages the task concerning the identification of object attributes.

7. Conclusion
Vertical partitioning is a well-known technique in object-oriented database. The challenges of Vertical Partitioning in Object Oriented databases are, to identify the objects and their attributes. This research paper introduces intelligent agents, to automatically manage the various tasks of identification of objects, identification of classes, identification of methods, and identification of attributes. This work defines two different partitioning schemes for object-oriented databases. In this research work intelligent agents is used to vertically partition the object-oriented databases.
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