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Abstract 
The security of computer networks plays a strategic 

role in modern computer systems. In order to enforce high 
protection levels against malicious attack, a number of 
software tools have been currently developed. Intrusion 
Detection System has recently become a heated research 
topic due to its capability of detecting and preventing the 
attacks from malicious network users. A pattern matching 
IDS for network security has been proposed in this paper. 
Many network security applications rely on pattern 
matching to extract the threat from network traffic. The 
increase in network speed and traffic may make existing 
algorithms to become a performance bottleneck. 
Therefore it is very necessary to develop faster and more 
efficient pattern matching algorithm in order to overcome 
the troubles on performance.  
Keywords: - Intrusion detection, Pattern Matching, 
Network Security 
 
I. Introduction 

The Internet as well as local networks is expanding at a 
tremendous speed. This one way helps to improve the 
quality and convenience of the human life but on the other 
hand provides a platform for network criminals and 
hackers. The number of intrusions into computer systems 
is growing and raising concerns about computer security. 
So computer networks are usually protected against 
intrusions by the means of access restriction policies. 
Despite the effort devoted to carefully designing a system 
to protect such attacks, network security is very difficult 
to guarantee, since attacks exploit unknown weaknesses 
or bugs, which are usually contained in system and 
application software (McHugh et al, 200; Proctor, 2001). 
Intrusion detection which refers to a certain class of 
system attack detection problems is a relatively new 
research area in computer and information security [7]. In 
general IDS can be categorized into misuse and anomaly 
detection approaches. Misuse detection system can 
reliably identify intrusion attacks in relation to the known 
patterns of discovered vulnerabilities. However, emergent 
intervention of security experts is required to define 
accurate rules or patterns, which limit the applications of 
misuse detection systems, identify deviations from normal 

network behaviors and alert for potential unseen attacks 
[2].  It is able to detect novel attacks without a priori 
knowledge about them if the classification model has the 
generalization capability to extract intrusion pattern and 
knowledge during training. Unfortunately, anomaly 
detection approach suffers from high false positive rate on 
classifying normal network traffic. So, machine learning 
techniques have been used to capture the normal usable 
patterns and classify the behavior as either normal or 
abnormal [26]. 

While the pattern matching algorithms are applied to 
network security, the speed of pattern matching usually 
becomes a bottleneck. 

This paper proposes a pattern matching algorithm 
which overcomes the shortcomings of traditional 
algorithms. The paper is organized as follows: section –II 
related work, section – III Pattern Recognition Methods, 
section – IV Pattern Recognition System, section – V 
conclusion. 
 
II. Related Works 

Pattern Recognition is one of the most important areas 
which have been studied in computer science. In a 
standard formulation of the problem, we are given a 
pattern and a data and it is required to find all occurrences 
of the pattern in the data [3]. 

Since the publication of the Bayer-Moore and Knuth-
Morris-Pratt algorithm, several hundreds of papers have 
been published dealing with pattern recognition. 

As seen from the literature survey carried above, the 
researchers worldwide have been working in various 
Intrusion Detection techniques in general and Pattern 
Matching techniques in particular. The above overview of 
related works indicates that pattern matching techniques 
are suitable to provide a solution to some open issues in 
IDS development. The various algorithms are available 
for Pattern Matching technique with varying degree of 
accuracy. It should be stated that, for the deployment of 
IDSs using pattern matching technique in operational 
environments, one of the main difficulties is the high 
production of false alarms. There is a need of an 
algorithm which gives low false alarm rate. 
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III. The Pattern Recognition Methods 

Pattern recognition undergoes an important developing 
for many years. Pattern recognition includes a lot of 
methods which are impelling the development of 
numerous applications in different field. 
 
1.   Statistical Pattern Recognition  

The Statistical methods have been commonly used for 
pattern recognition. Statistical approaches have a number 
of advantages. It can provide accurate notification of 
malicious activities that typically occur over extended 
periods of time and are good indicators of impending 
denial-of-service attacks [23]. However, it also has 
drawbacks. It can be difficult to determine thresholds that 
balance the likelihood of false positive alarms with the 
likelihood of false negative alarms. In addition, this 
method need accurate statistical distributions, but, not all 
behaviors can be modeled using purely statistical methods. 
The statistical pattern recognition deals with features only 
without consider the relations between features. 
2. Data Clustering  

Data clustering is a technique for finding patterns in 
unlabeled data with many dimensions. It is an 
unsupervised method. The main advantage of data 
clustering is the ability to learn from and detect intrusions 
in the audit data, while not requiring the explicit 
descriptions of various attack classes. The method of data 
clustering can be partitioned into two classes, one is 
hierarchical clustering and the other is partition clustering. 
3. Fuzzy Set  

As the quantitative features in the intrusion data are 
partitioned into the interval with crisp boundary, there 
might exists a sharp boundary problem for pattern 
classification. The fuzzy logic provides the partial 
membership in set theory to integrate with the association 
rules and frequent episodes which solved the above 
problem. Fuzzy rule-based systems inspired by the fuzzy 
set theory have been successfully applied to solve many 
complex and non-linear problems. The application of 
fuzzy sets in pattern recognition started in 1966, where 
two basic operations – abstraction and generalization. 
Pattern Recognition system based on fuzzy sets theory can 
imitate thinking process of human being widely and 
deeply. 
4. Artificial Neural Networks  

The Artificial Neural Network methodology enables us 
to design useful nonlinear systems accepting large 
numbers of inputs, with the design based solely on 
instances of input-output relationship. The first Artificial 
Neural Network model was proposed in 1943. Today it is 
developing very fast. Basically it is a data clustering 
method based on distance measurement. This approach 
applies biological concepts to machines to recognize 
patterns. Pattern Recognition using Artificial Neural 

Network is a very attractive since it requires minimum 
priory knowledge, and with enough layers and neurons, an 
Artificial Neural Network can create any complex 
decision region. 
5. Structural Pattern Recognition  

Structural Pattern Recognition emphases on the 
description of the structure, namely explain how some 
simple sub-patterns compose one pattern. The syntax 
analysis and structure matching are the two main methods 
in structural pattern recognition. The basis of syntax 
analysis is the theory of formal language, the basis of 
structure matching is some of special technique of 
mathematics based on sub-patterns. The structural pattern 
recognition handles with symbol information. This 
method can be used in applications with higher level, such 
as image interpretation. Pattern Recognition of 
multidimensional objects can be done by structural pattern 
recognition with static classification or artificial neural 
networks. 
6. Support Vector Machine (SVM)  

Support Vector Machine based on the statistical theory 
and method of SVM is an effective tool that can solve the 
problems of Pattern Recognition. 
7.  Approximate reasoning approach to Pattern 
Recognition - 

This method used two concepts- one is fuzzy 
applications and the other is compositional rule of 
inference can cope with the problem for rule based pattern 
recognition [31]. 
8. A logical combinatorial approach to Pattern 
Recognition  

This approach can apply for both supervised pattern 
recognition and unsupervised pattern recognition. 
 
IV. Pattern Recognition System 

The anomaly intrusion detection system suffers from 
high false alarm rates while the misuse intrusion detection 
system lacks generalization capabilities and cannot detect 
new attack types. Pattern Recognition techniques have 
been found to strike a fine balance in this trade off. The 
use of pattern recognition and classification has grown in 
the past few years. The complexity of the classification 
systems and their increased availability has made them 
more accessible. They are able to filter noise and extract 
features from traffic to facilitate classification. Pattern 
classification is a series of steps, starting with the input, 
moving to segmentation, data extraction and translation 
and finally classification. After the classification, cost 
factors can be added to increase the power of the decision 
to act. In order for pattern recognition to be useful in 
network security, two large problems must be addressed; 
Data extraction and classification. Information from a 
single packet is inadequate for feature extraction. 
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Collating multiple packets might provide a basis for 
describing features but how many packets are enough and 
how do we synthesize the data from multiple packets to 
make it useful for data extraction. 

The aim of pattern classification is to utilize the 
information acquired from pattern analysis to discipline 
the computer in order to accomplish the classification. 
The step of classification is the kernel of the pattern 
recognition system. 
 
The general pattern recognition system is given in fig. 1 
below: 

 
Fig. 1 The general pattern recognition system 

 
The next step following Data extraction is classification. 
It is the process of using the data set to classify the traffic 
as normal or illegitimate traffic. The classifications can be 
divided into three categories: normal, Denial of Service 
and Scan. Numerical values were assigned the three 
categories based on their probability. Four types of 
classifiers are used: Bayesian, Feed Forward with 
Backpropagation, ART2 and Kohonen neural networks. 

 
V. Conclusion 

In the last twenty years, Intrusion Detection Systems 
have slowly evolved from host and operating system 
specific application to distributed systems that involve a 
wide array of operating system. The challenges that lie 
ahead for the next generation of Intrusion Detection 
Systems are many. Traditional Intrusion Systems have not 
adapted adequately to new networking paradigms like 
wireless and mobile networks. Factors like noise in the 
audit data, constantly changing traffic profiles and the 
large amount of network traffic make it difficult to build a 

normal traffic profile of a network for the purpose 
intrusion detection. 
A perennial problem that prevents widespread 

deployment of IDS is their inability to suppress false 
alarms. Therefore, the primary and probably the most 
important challenge that needs to be met is the 
development of effective strategies to reduce the high rate 
of false alarms. 
Pattern Recognition is the heart of all scientific inquiry, 

including understanding ourselves and the real-world 
around us and the developing of Pattern Recognition is 
increasing very fast, the related fields and the applications 
of pattern recognition became wider and wider. IDS based 
on pattern recognition have the specialties such as self 
adaptability, low consume, tolerances and self learning 
and so on. So it can wholly improve the all performance 
of security system. Of course, the building of the patterns 
is the precondition. 
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