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Summary 
In this paper a unique methodology based on the execution 
scenario analysis of the COTS component based software 
application has been formulated to help the developers and 
integrators to regain some control over their COTS component 
based software application systems by predicting the upper and 
lower bound on the reliability of their application systems. At the 
component level the CFG (control flow graph) of the component 
and at the application level the CDG (component dependency 
graph) of the application are explored to identify all possible 
execution scenarios. The maximum and minimum reliability 
values are obtained by evaluating and comparing the reliability 
values obtained from various execution scenarios. 
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1. Introduction 

The use of third party software components, such as 
COTS (commercial-off-the-shelf) products, has become 
more and more common in the building and maintenance 
of large software systems. Corporate downsizing 
decreased government budgets, minimum spiraling costs 
of building and maintaining large software systems, have 
necessitated the reuse of existing software components 
which can potentially reduce the time-to-market. 
Programmers are expensive. Instead of paying an entire 
team of developers to create a component from the ground 
up it is cheaper to simply pay a few developers to integrate 
a pre-existing component into a new application. That is 
why today very few large-scale software systems are built 
from the scratch. They generally comprise of commercial-
off-the-shelf (COTS) components, legacy software, and 
custom-built components.  
           COTS components are defined by Vigder and Dean 
as “components which are bought from a third-party 
vendor and integrated into a system” [1]. A COTS 
component could be as “small” as a routine that computes 
the square root of a number or as “large” as an entire 

library of functions created by people outside of the 
software development organization that will actually use  
it. Though employing COTS components in the building 
and maintenance of a large system can provide some 
benefits, yet COTS component usage presents some 
unique problems as follows [21] :- 
  
1.  COTS component source code is often unavailable.  
2. Updates and evolution of a COTS component are 

provided by the vendor. New functionality of an 
updated component could be detrimental to specific 
applications that use it. In fact, the functionality in the 
original component could also be problematic.   

3. The vendor often fails to provide a correct or complete 
description of the COTS component’s behavior. This 
can result in the buyer of the component having to 
guess how the component is meant to be used or how it 
is supposed to behave. Worse yet, the buyer could end 
up using the component in a manner the vendor did not 
intend. Unanticipated uses could compromise the 
reliability of both the COTS component and the 
application into which it is integrated.   

4. Maintenance can become an issue because the vendor 
may not correct defects or add enhancements as the 
buyer needs them. Developers in the organization that 
purchased the component may be forced to make 
modifications themselves, which can be quite difficult 
if the component’s source code is unavailable or if the 
component’s specification is poor. On the contrary, 
integrating COTS components into an application is 
prone to error, can require a significant amount of 
coding, and can be problematic to test properly.  

 
          The reliability of components affects the reliability 
of the system. Since today COTS (Commercials-Off-The-
Shelf) play an increasingly important role in the software 
development. Due to financial and time-to-market 
considerations, the software development organizations 
have become increasingly reliant on software provided by 
third parties for functionality that is needed for the 
creation and maintenance of their applications.  One of the 
most difficult problems for successful COTS component 
based system development is its evaluation especially 
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when the documentation and source code is not available. 
There are several questions which arise like: 
 
i) How to estimate the reliability of COTS when there is 

no data available from the vendor? 
ii) How to estimate the reliability of COTS when it is 

embedded in a larger system?  
iii) How to revise the reliability estimates once COTS has 

been upgraded? 
        Therefore, it is the intention to develop a 
methodology to help the developers and integrators to 
regain control over their COTS component based software 
application systems by predicting the upper and lower 
bound on the reliability of their application systems.  

2. Problem Definition 

Sherif et. al’s [28] approach for Scenario-Based  
Reliability Analysis considers the transition probability 
whose accurate evaluation may not be very easy since the 
transition from one component to another may depend on 
several factors like user input data or other conditions 
which may depend on several instance characteristics. 
Dolbec et. al‘s model for Component Based Software 
Reliability demonstrates that the Shooman's execution 
path model can be transformed into a component based 
model. Their model defines the reliability of a system as a 
function of the reliability of the components and 
components usage ratios. The new definition of system 
unreliability is derived as 

 Qs  ≈ ф1D1 + ф2D2 + … + фmDm .                                                                                             
                     where m represents the number of 

components that are used  during system 
execution 

                     ф m represents the usage ratio of 
component m in N tests 

                            Dm represents the probability of failure of   
component m. 

           m                             or 
Qs   ≈   ∑ фkDk                                                  (1.1) 

               
 k=1                          

 Equation 1.1 can also be expressed as follows:- 

            m 
Qs   ≈   ∑фk(1 – Ck)                                                   (1.2) 
                 k=1 

       where Ck represents the component reliabilities. 
 
Software system reliability, Rs is equal to: 
                                            m 
Rs = 1- Qs   ≈  1 - ∑фk Dk                      (1.3) 
                                          k=1 

Component Usage Ratio – It represents the ratio of total 
component execution time over the total software system 
execution time. The value of the component usage ratio is 

0 < фk < 1. The total of all components usage ratios is 
equal to 1. 
 
        m 

           ∑ фk = 1                                                                                                                                                       
                 k=1                    

фk = tk/ts = total component execution time( tk )/ total 
system execution time (ts )       

 
Since the execution time is machine dependent 

and will vary with varying system load; determining 
component execution time is more difficult because it is 
necessary to track when each component is executed and 
for how long. Moreover, it is execution path independent, 
loops and other execution instance characteristics are not 
taken into consideration. Therefore, considering all these 
situations the current aim of the research is to formulate a 
methodology to eradicate these problems and to help the 
developers and integrators to regain some control over 
their COTS component based software application 
systems by being able to predict the reliability of their 
application systems.  
  

3. Upper bound prediction 
 
In this approach before designing a component based 
software application, the developer evaluates the reliability 
of the individual component like COTS (especially when 
the source code is not available) obtained from the third 
party using John D. McGregor et. al’ s [26] method for 
Measuring Component Reliability. At first the inter-
component analysis is done by drawing the CDG 
(Component Dependency Graph) for the given component 
based software application.  

 

 

 

 
 

Fig.1 The CDG of a four component application 
 
Here C1, C2, C3 and C4 represent components. The loops 
in CDG represent the repeated execution of the component 
(like during a recursive call) (C2 has a loop in fig 1.) and 
a cycle represents the repeated execution of the sequence 
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of components included within the cycle. (For example a 
loop within the application.) (C1 - C2 - C1 represents a 
cycle in Fig. 1.) From the CDG the possible execution 
scenarios are separated out as follows:- 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.2  The various execution scenarios 

 
Using Dolbec et. al ‘s model for Component Based 
Software Reliability the Component Usage Ratio (which 
represents the ratio of total component execution time over 
the total software system execution time) is evaluated. 
фk= tk/ts = total component execution time( tk  )/total 

system execution time (ts ) 
where the value of the component usage ratio is 0 < фk < 1 
and total of all components usage ratios is equal to 1. i.e 
                    m 
            ∑ фk = 1                                                                                                                                                                  

      

                   k=1       
Since the execution time of a program is machine 
dependent and will vary with varying system load.  Hence, 
it is resorted to calculate the execution time in terms of the 
number of CPU clock cycles as the execution time is 
directly proportional to the number of CPU clock cycles.   

      For this the intra - component analysis is done. 
Consider a COTS component, assuming that the source 
code is not available. What is available is either binary 
object files (.OBJ) or binary executables (.EXE or .COM 
file in windows.)  The binary programs are converted to 
equivalent assembly language programs using some 
disassembler tools like Windows Disassembler, Bubble 
Chamber which takes windows .exe or .com files as input 
to produce equivalent assembly language code. Below is 
an example of a sample Windows executable (.EXE) file 
during execution. 

 
 
  

                        Press.exe is a simple windows binary 
executable file which when executed 
displays a window with the message “Press 
Me!” and finally closes the window on 
mouse click. 

 
Corresponding assembly language code generated by 
Windows Dissassembler for Press.exe 

 

 
 
 
 
The control flow graph, CFG is drawn from the assembly 
language program. Then the CFG is analyzed to find all 
possible execution scenarios. Consider the example  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  An example CFG 
 
 
 
The above CFG can be broken into two execution 
scenarios as follows:- 
 
 
 
 

Here S1, S2, S3, S4, S5, S6, S7 
represents statements and the 
arrows represents the flow of 
control.  
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   Scenario 1                                               Scenario 2 
 
The definite loops and definite cycles are numbered to 
represent the number of repetitions. Here the statements 
S1, S2, S3, S4, S5, S6 and S7 may have different 
execution times. Referring to the machine instruction set 
manual according to the assembly language specifications 
one can evaluate the number of CPU clock cycles required 
to execute various instructions. Thereby evaluating the 
number of CPU clock cycles needed to execute the 
program. Again, there can be a problem with the loops 
which can be definite, indefinite or conditional. With 
definite loops the evaluation is easy but not with indefinite 
conditional loops. All these problems are handled in the 
following algorithm which directly gives the upper bound 
of reliability of a COTS component based software 
application. 
 
Algorithm GayenCOTS() 
      { 

i) Do the intra-component analysis to find those 
components which have indefinite loops from their 
CFG. 

ii) Do the inter-component analysis to find those 
sequences of components which are in indefinite 
cycles from their CDG. 

iii)  Among all the components found from step (i) & 
(ii) during intra and inter-component analysis 
respectively find the components having 
maximum reliability.   

 iv) If all the components either have indefinite loops 
or are in indefinite cycles then the upper bound is 
the reliability of the component having maximum 
reliability, hence terminate.  

    Else { 
v) Compare the reliability value of the 

components obtained in step (iii) with the 
reliability values of other components in the 
application not found in steps (i) & (ii).  

vi)If the reliability of the component found in 
step (iii) is greater after comparison in step 
(v) then one can immediately conclude that 
the upper bound on reliability of the 
application is the reliability of the 
component found in step (iii), hence 
terminate.  

 
The proof is as follows:- 
According to Dolbec et. al’s model for component-based 
software reliability the component usage ratio   
ΦCi = total component execution time /total system 

execution time  
        = T(Ci) / T(Sk) 
The reliability of the execution scenario k is   
R(Sk) = ∑ ΦCi  * R(Ci)            
           Ұ Ci € Sk        
          where   R(Ci ) is the reliability of the component Ci , 
                       Skcorresponds to the execution scenario k,    
                       R(Sk) is the reliability of  the execution  

scenario k   
or 
R (Sk) = ∑ (T(Ci) / T(Sk) * R(Ci )) 

     Ұ Ci € Sk 
or it can be written as 
R (Sk) = T(C1) / T(Sk) * R(C1)  + T(C2) / T(Sk) * R(C2) + .. 
                                   where C1,C2, … €   Sk 
It is known that the component usage ratio T(Ci) / T(Sk) of 
a component increases with the increased use of a 
component Ci .Therefore, from the equation   
R(Sk) = T(C1) / T(Sk) * R(C1)  + T(C2) / T(Sk) * R(C2) +.... 
       it can be said that if the component Ci takes infinitely 
huge amount of time to execute or is used for infinitely 
large number of times, so that, under limiting situation, the 
component usage ratio T(Ci) / T(Sk) for the component Ci  
tends to 1 and the component usage ratio of all other 
components tends to zero. Hence, the conclusion drawn in 
steps (vi) is proved. 
    

vii) Find out the minimum execution time for the 
components having indefinite loops or in 
indefinite cycles found in steps (i) & (ii).   

 
The evaluation of minimum execution time for the 
components having indefinite loops or in indefinite 
cycles 
 
        For an indefinite conditional loop, if the condition 
checking is done at the beginning of the loop the 
instructions inside the loop are skipped and the next 
statement after the loop ends is considered. This is because 
of the interest in evaluating the minimum execution time 
of the components having indefinite loops. It is also 
because of the same reason that the user interface and 
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other delays are neglected. For a conditional loop, if the 
condition checking is done at the end of the loop then the 
instructions inside the loop is executed at least once (or the 
loop is executed at least once). It is because at least one 
pass through the loop will take place. Hence, executing the 
sequence of instructions in the loop only once will serve 
the purpose. Since more number of passes through the 
loop will increase the execution time of the component 
and as a result will subsequently increase the component 
usage ratio.  
         The execution times are added according to the 
sequence of statements in the execution scenarios to obtain 
the total execution time of each scenario of the CFG for a 
particular component. The execution times of all the 
scenarios for a particular component are compared to 
obtain the minimum execution time. 
 
viii) Find the execution times for other components in 

various execution scenarios of the CFG of the 
component. (not having indefinite loops or in 
indefinite cycles).   

 
  This is done by adding the execution times of all the 
sequence of statements in the execution scenarios to obtain 
the total execution time of each scenario of the CFG for a 
particular component. 
        Therefore, mathematically the total execution time of 
scenario k for a component j is  
Tj(CFGSk) =  ∑ T(Si) ,           
                 Si€ CFGSk  
where   T(Si) represents the execution time of statement-Si                                                                   

CFGSk represents execution scenario k                                         
Tj(CFGSk) represents the time  to execute the 
execution scenario k for component j.  

 
ix) Do inter-component analysis by considering various 

execution scenarios of the CDG (Component 
Dependency Graph) of the component based 
application to calculate the execution time of each 
execution scenario by adding the execution time of 
each component present in the execution scenario 
with the component interfacing time in terms of the 
number of CPU clock cycles (which is readily 
available to the developer considering the compiler 
specifications of his source code). 

 
    From the various execution scenarios of the CDG 
(Component Dependency Graph) of the application the 
execution time to execute the execution scenario k is   

T(Sk) =  ∑ Ti(CFGSm) + T(interface),    
                              Ұ CFGSm € Sk   
where  Sk represents the execution scenario k,   
           T(Sk) represents the time to  execute the  execution 

scenario k,      

            T(interface) represents the interfacing time,  
                  Ti(CFGSm) represents the time  to execute the 

execution scenario m of the CFG of component Ci. 
 
x) By varying the values of Ti(CFGSm) for various 

execution scenarios of the CFG of all components Ci € 
Sk with its corresponding value of T(Sk)  the different 
reliability values R(Sk) for a particular execution 
scenario k of the CDG are obtained using the formula 
below.    

 
The reliability of the execution scenario k is evaluated 
using the formula    

R(Sk) = ∑ ΦCi  * R(Ci) 
 ҰCi € Sk          

 where   R(Ci) is the reliability of the component Ci, 
              Sk corresponds to the execution scenario k of the  

application,  
              R(Sk) is the reliability of  the execution  scenario 

k of the application 
or 
R(Sk) = ∑Ti(CFGSm) / T(Sk) * R(Ci)) + T(interface)/T(Sk) 
       Ұ Ci € Sk                       
     where    R(Ci) is the reliability of the component Ci ,   

Tj(CFGSm) represents the  time  to execute the 
execution scenario m of the CFG of 
component Ci,  
T(Sk) represents the time to execute the  
execution scenario k. 
T(interface) represents the   interfacing time.  

 
(Assuming that the system developer does correct 
interfacing of the components. It can be considered that 
the interfacing part as a component having reliability 
equal to 1.) 
 
xi) In this way obtain multiple reliability values for all the 

scenarios of the CDG of the application. 
xii) By comparing the values of the reliabilities of all the 

scenarios of the CDG of the application obtain the 
maximum value which corresponds to the upper 
bound on the reliability of the application. 

       } 
   } 

      Thus, the estimate of the upper bound on the reliability 
of the COTS component based application is evaluated.  
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4. Comparison of Dolbec’s method with 
algorithm GayenCOTS  

 
Consider an example in which Dolbec’s estimation did not 
give proper results. 
     The Component Dependency Graph (CDG) of the 
software application is as follows:- 

 
Fig. 3 

 
The reliability values of the components are available to us 
using John D. McGregor et. al’ s [26] method for 
Measuring Component Reliability Referring to the 
machine instruction set manual according to the assembly 
language specifications the number of CPU clock cycles 
required to execute various instructions .are evaluated. 
The maximum and minimum execution time of the 
individual components are obtained during intra-
component analysis (described in Gayen, Misra 2007)[34]. 

 
 
 
 
 
The various execution scenarios corresponding to the 
CDG (Fig.3) are as follows:- 

  
Scenario 1 Scenario 2 

 
Fig. 4  The various execution scenarios 

 
From scenario1 the reliability value = 0.9306 
From scenario 2 the reliability value = 0.591624 
 
Therefore, the maximum reliability value possible is 
0.9306 
 
According,  to algorithm GayenCOTS the upper bound for 
scenario1 
= (0.99*453 + 0.94*385)/838 = 0.9670 
According, to algorithm GayenCOTS the upper bound for 
scenario2 
= (0.88*107 + 0.81 * 1128 + 0.83 * 53)/1288 
= 0.8166 
Hence, according to GayenCOTS the upper bound of the 
application is 0.9670 
 
According, to Dolbec the upper bound is 
= (0.99*453 + 0.94*385 + 0.88* 107 + 0.81*1128 + 
0.83*53)/2126 
= 0.8759 
 
Hence, it is seen that the Dolbec’s estimation gave a lower 
value (i.e  0.8759) of upper bound  than the original 
maximum  reliability value possible (i.e 0.9306) in this 
case. 
        Whereas, the algorithm GayenCOTS  gave a higher 
value(i.e 0.9670) (close to the original value) of upper 
bound  than the original maximum  reliability value 
possible (i.e 0.9306) in this case. 
          Therefore, algorithm only GayenCOTS gave the 
correct value of upper bound in this case.      
           Hence, it is verified that under all situations 
algorithm GayenCOTS is better than that of Dolbec. It is 
because algorithm GayenCOTS will give upper bound 
under all situations but Dolbec’s method would fail (as in 
this case). 
 
 

 

S.No Component    Reliability 
value 

Max. 
time 

Min. 
time

1. A 0.99 453 104 

2. B 0.94 385 102 
3. C 0.88 107 22 
4. D 0.81 1128 516 
5 E 0.83 53 17 

s 
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5. Lower bound prediction  
 
        For a given COTS component based software 
application system the lower bound can be evaluated by:- 
 
      * Dividing the system into various execution scenarios 

and evaluating separately the minimum reliability 
of each execution scenario. 

      * Then comparing the minimum reliabilities obtained 
from all the execution scenarios to get the 
minimum.  

 
         But the problem is in evaluating the reliability of the 
components which are either in indefinite loops or in 
indefinite cycles. 
 The problem can be handled in the following 
ways:- 
 

1) If the application is time bound then the 
maximum possible number of repetitions through 
the loop or cycles can be found by considering 
the execution time of the application. 

2) In reality, all the applications may not be time 
bound, they may be user dependent and may 
continue to execute for an indefinite period of 
time. For example the Web server. 

 
         But in accordance with the definition of reliability 
“Reliability is defined to be the probability that a 
component or a system will perform a required function 
for a given period of time when used under stated 
operating conditions.”  
         Hence, it is evident that reliability is time bound. Or 
in other words even if the application may execute for an 
indefinite period of time, the reliability value is evaluated 
only for a specified given period of time.  
 
Consider an execution scenario containing a single loop
  

The given specified period of time for the 
application is Tappl. 
Let n be the maximum number of possible 
repetitions through the loop.  
The value of n is calculated as  
n= floor( (Tappl – (T1+ T4 + T5 ))/(T2+ T3)) 
 where T1, T2, T3, T4, T5 are the execution 
times of component 1,2,3,4,5 respectively and  
floor(x) = largest integer less than or equal to x  

         Here, the interfacing time of the component in 
included in the component execution time. Also, the user 
interface delays and other delays are neglected as only the 
maximum number of possible repetitions through the loop 

is taken into consideration. Once the value of n is obtained 
then the reliability is predicted using the formula 
R= R1*(R2*R3)n*R4*R5 which will be the minimum 
reliability for this execution scenario. 
In case of multiple loops 

 

Evaluate the maximum 
number of repetitions 
possible in each loop n 
which in this case are n1, 
n2, n3, n4 for the 
corresponding loops as 
shown in the diagram. The 
value of n1 can be 
evaluated by assuming that 
all the components other 
than what is enclosed in the 
loop is executed only once. 
 

 
Therefore, 
  n1= floor( (Tappl – (T1+ T4 +T5))/(T2+ T3)) 
where, T1, T2, T3, T4, T5 are the execution times of 
component 1,2,3,4,5 respectively. 
     Assuming an ideal developer with perfect interfacing 
capabilities the interfacing reliability is assumed to be 1.  
Similarly 
n2= floor((Tappl – (T1+ T2 + T3 +T5))/T4 ) 
n3=floor((Tappl – (T1 +T5))/ (T2 + T3 + T4 )) 
n4= floor((Tappl) /(T1+ T2 + T3 + T4 +T5 )) 
     where, T1, T2, T3, T4, T5 are the execution times of 

component 1,2,3,4,5 respectively and  
   floor(x) = largest integer less than or equal to x 
 
The reliability value obtained considering maximum 
repetition of loop 1 is Rn1= R1*(R2*R3)n1*R4*R5    
    The reliability value obtained considering maximum 
repetition of loop 2 is Rn2= R1*R2*R3*(R4)n2*R5 
    The reliability value obtained considering maximum 
repetition of loop 3 is Rn3= R1*(R2*R3*R4)n3*R5 
    The reliability value obtained considering maximum 
repetition of loop 4 is Rn4= (R1*R2*R3*R4*R5)n4 
The minimum reliability value is obtained by comparing 
the reliability values of obtained i.e Rn1, Rn2, Rn3, Rn4 to 
obtain the minimum.  
                    or                         
     Rmin = min (Rn1,Rn2,Rn3,Rn4) 
             This value gives the minimum possible reliability 
value for this execution scenario. 
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5 
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                 In a similar manner the reliability values of the 
other execution scenarios are obtained.                
   The lower bound on the reliability of the application is 
obtained by comparing the minimum reliability values of 
various execution scenarios to obtain the minimum. 
                           or 
        Rlower = min(Rs1,Rs2, Rs3, Rs4)  
              This gives the lower bound on the reliability of 
COTS component based software application. 
 
 
 
6. Implementation of the approaches on a 

real application  
 

   
A software which evaluates b!/5 - a2/  √(a-b)  in 

the form of an executable file (i.e ‘exp.exe’) is executed as 
shown below:-  
 

 
 

Fig. 5 
 
The assembly language code (obtained using disassembler 
tools like Windows Disassembler ) along with its CFG and 
CPU clock cycles are given as follows:- 
 
    
 
 
 
 
 
 
 
 
 
 

 
 
 
         Code      CPU clock cycles      CFG 
 

 .          .          .             . .          .             . .          .             . 
 
 Let us consider this example where the reliability values 
of the components are available to us using John D. 
McGregor et. al’ s [26] method for Measuring Component 
Reliability Referring to the machine instruction set manual 
according to the assembly language specifications the 
number of CPU clock cycles required to execute various 
instructions .are evaluated. The maximum and minimum 
execution time of the individual components are obtained 
during intra-component analysis (described in Gayen, 
Misra 2007)[34]. 
 
According to the algorithm GayenCOTS the Upper Bound 
for scenario1 
= (0.99*453 + 0.92*107 + 0.82*1128 + 0.98*53)/1741 
= 0.875249856 
 
According to the algorithm GayenCOTS the Upper Bound 
for scenario2 
= (0.99*453 + 0.92*107 + 0.82*1128)/1688 
= 0.87196 
 
 Hence, the upper bound according to GayenCOTS is  
0.875249856 
 
According to Dolbec the Upper Bound 
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= (0.99*453 + 0.86*385 + 0.92*107 + 0.82*1128 + 
0.98*53)/2126 
= 0.872488 
 
The Lower Bound for scenario1 
= 0.731918 
 
The Lower Bound for scenario 2 
= 0.7468 
 
Hence, the lower bound of the application is 0.731918 
 
Therefore, the reliability bound of the application 
0.731918 to 0.875249856.  
                
 
7. Conclusion 
 

 
                The increasing use of third-party COTS 
components can in theory lead to reduced costs and faster 
development cycles, but these advantages can come at a 
steep price. With their applications dependent on the 
behavior of components from third parties, developers and 
integrators have suffered a loss of control. Thus, the goal 
has been to help developers and integrators regain some 
control of their COTS-based software application systems 
by predicting the upper and lower bound on the reliability 
on their COTS-based software application systems. As by 
knowing the upper and lower bound, one can easily predict 
the range of reliability values an application can have.   
   The algorithm for the prediction of upper bound was an 
improvement over Dolbec et. al‘s [27] model for 
Component Based Software Reliability. The drawback of 
his model was that it was execution path independent and 
component interfacing time is not taken into consideration. 
Therefore, it was unable to predict the upper bound on 
reliability, as the upper bound on reliability obtained using 
Dolbec et. al ‘s [27] model for the  example considered  is 
much less than the value obtained in the proposed 
approach.  It is valid under any processing 
environment be it batch or parallel processing in a 
uniprocessor or a multiprocessor system. Since, here one 
is mainly concerned with the component usage ratio and 
not with the clock time for the execution of the component. 
Here, it is assumed that the developer is an ideal developer 
who codes correctly (as the reliability of the interfacing 
code is considered to be unity) interfacing the COTS 
components without any error (which may later on cause 
failure of the application system) to produce the product 
which may not always be in reality.  
                  The lower bound on the reliability of the 
application was predicted using the scenario based 
reliability analysis gives the minimum reliability the 

application can have. The approach is valid only for 
sequential processing system. Since, today parallel 
processing is in vogue. Efforts are in progress to 
incorporate this feature so that it becomes more versatile. 
         With this research, an innovative approach has been 
developed to predict the upper and lower bound on the 
reliability of the COTS component based software 
application. A unique methodology based on the execution 
scenario analysis of the COTS component based software 
application has been formulated. 
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