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Summary 
Extract of facial feature points has become an important issue 
in many applications, such as face recognition, expression 
recognition, and face detection. A method of facial feature 
extraction-based and corner detection is presented in this paper. 
In this method we develop a technique for extracting the facial 
features from a color image captured by the online webcam, 
under normal lighting condition; And saving the time during 
the feature extracting by the goal of detecting the features in 
different expression and orientations.  
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1. Introduction 

Human facial features play a significant role for face 
recognition. Neurophysiologic research and studies have 
determined that eyes, mouth, and nose are amongst the 
most important features for recognition [1]. Recognizing 
someone from facial features makes human recognition a 
more automated process.  
Basically the extraction of facial feature points, (eyes, 
nose, mouth) plays an important role in many 
applications, such as face recognition [2], face detection 
[3], model based image coding [4], expression 
recognition [5], facial animation [6] and head pose 
determination [7]. 
It is important to note that because the systems use 
spatial geometry of distinguishing facial features, they 
do not use hairstyle, facial hair, or other similar factors. 
Facial recognition can be used generally for police work 
purposes. For example, public safety, suspected terrorists, 
and missing children. 
Facial feature extraction has some problems which must 
be thought and be solved. Some problems of facial 
feature extraction are given as follow: 
Small variations of face size and orientation can be 
effected the result. As the input image comes from the 
webcam in the rooms condition the captured image has 
different brightness, shadows and clearness which can be 
failed the process. Sometimes facial features may be 
covered by other things, such as a hat, a glasses, hand or 

hairs. Human faces have a variety of emotions by 
many different expressions, but this system can 
detect the corner of the features in the case of neutral, 
sad, happy and surprise. 
Most facial feature extraction methods are sensitive 
to various non-idealities such as variations in 
illumination, noise, orientation, time-consuming and 
color space used. In the next secession we briefly 
describe the related work also comparing the 
techniques together, while in the third secession the 
research methodology will be explain. Finally the 
testing result and the average rate can be realized in 
the fourth secession. 
 
2. Related Work 
In Facial feature extraction, local features on face 
such as nose, and then eyes are extracted and then 
used as input data. And it has been the central step 
for several applications. Various approaches have 
been proposed in this chapter to extract these facial 
points from images or video sequences of faces. 
The basically of approaches are come as follow: 
 
2-1-Geometry-based 
Generally geometry-based approaches extracted 
features using geometric information such as relative 
positions and sizes of the face components. 
Technique proposed by Kanade [8], localized eyes, 
mouth and the nose using vertical edge map. 
Nevertheless these techniques require threshold, 
which, given the prevailing sensitivity, may 
adversely affect the achieved performance. 
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2-2- Template-based  
This approach, matched facial components to previously 
designed templates using appropriate energy functional. 
The best match of a template in the facial image will 
yield the minimum energy. Proposed by Yuille et al [9] 
these algorithms require a priori template modeling, in 
addition to their computational costs, which clearly 
affect their performance. Genetic algorithms can be 
proposed for more efficient searching times in template 
matching. 
 
 
 
 
 
2-3-Colour segmentation techniques 
This approach makes use of skin color to isolate the face. 
Any non-skin color region within the face is viewed as a 
candidate for eyes and/or mouth. The performance of 
such techniques on facial image databases is rather 
limited, due to the diversity of ethnical backgrounds [10]. 
 
 
 
 
2-4-Appearance-based approaches 
The concept of “feature” in these approaches differs 
from simple facial features such as eyes and mouth. Any 
extracted characteristic from the image is referred to a 
feature. Methods such as principal component analysis 
(PCA), independent component analysis, and Gabor-
wavelets [11] are used to extract the feature vector. 
These approaches are commonly used for face 
recognition rather than person identification. 
Table 1, shows all techniques in finding the facial 
features and compare them by the number of features 
extracted. As we can see there, most of techniques 
except of the hybrid one which are not included here, are 
using still images as an input and the user’s images are 
frontal so we don’t use the template-based. As 
mentioned in introduction, it is so time consuming to 
using the appearance-based approaches cause of training 
part which is take the long time. 
Also we couldn’t use the color-based approaches, 
because just working when the eyes are visible; it means 
that it doesn’t give good results in different expression. 
The geometry-based technique works on the frontal one 
but we used that plus the corner detection which will be 
introduced in methodology. 
 
 
 

 
Table 1: techniques of facial feature 

author technique no. of 
feature 

video/still-
frontal/rotate

d
T. Kanade, 
1997 

geometry-
based 

eyes, 
the 

mouth 
and the 

nose 

still-frontal 

A. Yuille, 
D. Cohen, 
and P. 
Hallinan, 
1989 

template-
based 

eyes, 
the 

mouth, 
the nose 

and 
eyebro

w 

still-frontal 

C. Chang, 
T.S. Huang, 
and C. 
Novak,1994

color-based eyes 
and/or 
mouth 

still and video-
frontal initially 

in a near 
frontal position 
and therefore 
both eyes are 

visible 
Y. Tian, T. 
Kanade, 
and J.F. 
Cohn,2002 

appearance
-based 

approaches 

eyes 
and 

mouth 

still-frontal and 
near frontal 

with different 
expression 

 
 
3. Methodology 
 
As mentioned previously, eyes, nose, and mouth are 
the most significant facial features on a human face. 
In order to detect facial feature candidates properly, 
the unnecessary information in a face image must be 
removed in advance. The first stage is cropping the 
face area as soon as the picture is taken from the 
webcam; the second part of preprocessing is 
prepared by resizing that cropped image. 
To adjust the contrast and brightness of the image in 
order to remove noises built-in MATLAB function 
are used then it is converted to the gray scale image, 
because the corner detector can only be applied on 
gray level. 
 
Facial features in the face model are corresponded to 
the dark portion on a more light for face region, that 
is, eyes, nose, and mouth is darker for- skin region. 
A Gaussian derivatives filter is an effective filter that 
is the good response to such patterns of intensity 
variation. This filter is composed of a second 
derivative of a Gaussian in a direction, and the other 
filter is a Gaussian in the orthogonal direction for 
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(k – Empirical constant, k = 0.04-0.06) 

λ1

λ2 

“Corner” 
λ1 and λ2 are large,
 λ1 ~ λ2;
E increases in all 
directions

“Edge” 
λ1 >> λ2

“Edge” 
λ2 >> λ1

“Flat” 
region

Video Stop Capture the last frame 

Manually Crop the image for finding the Resiz

Adjust for removing the noise 
The color image converts to gray-
scale 

Smooth/Blur the gray image with guassian kernel (by conv2 in 
MATLAB)

Compute cornerness as size of 
smallest eigenvalue Threshold=0.05 the 

Compute local maxima of 

Corner= both eigenvalues 

Facial Feature points 
Pre-process

finding the corner point applying the corner detection 
algorithm which is started by Auto-correlation: 
Step1. Constructing the auto-correlation matrix, also 
called (weighted)  
Step2. Strength assignment 
Step3. Non-maximum suppression 
Auto-correlation matrix captures the structure of the 
local neighborhood and measure based on eigenvalues of 
this matrix. If finding two strong eigenvalues, it means 
that point is the interest point, if finding one strong 
eigenvalue it means, the selected part is the contour and 
if no eigenvalue it means, that is a uniform region. 
Interest point detection find after Threshold on the 
eigenvalues and Local maximum for localization. 
 
Step 1: Auto-correlation matrix: 
Auto-correlation function for a point         and a  
Shift               .Here is the Auto-correlation matrix: 
 
 

 

And the auto-correlation function is: 

 

The auto-correlation function at an interest point has 
high value for all shift directions 
 
 
 
 
 

 
 

 
 

 
 

 
 
 
 
Step 2: Strength assignment: 
Strength is determined by eigen-structure of auto-
correlation matrix or the min of eigenvalues. 
Size of the ellipse is given by eigenvalues λ1, λ2 of Q(x, 
y): 

 

 
R depends only on eigenvalues of M, and the value 
of R is large for a corner also it is negative with 
large magnitude for an edge, and |R| is small for a 
flat region. 
Figure1, illustrate the image when it segmented to 
parts of edge, corner and flat region. Then choose 
the best candidates (non-max suppression and 
threshold) as the facial feature’s corners.  
 

 
Figure1: image’s parts 

 
 

Table 2: frame work 
 

 
 
Table2 shows the diagram of the system’s process in 
two parts; preprocessing stage and facial feature 
point stage. As mentioned earlier, the user’s face is 
captured from the real-time webcam, then manually 
crop the face area by the MATLAB’s function and 
also resize and adjusting the picture for removing 
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the noises, the final image is converted to the gray-scale 
in the pre-processing stage. 
The second stage describe that gray image is smoothed 
by the guassian kernel, after three stages of the corner 
detection which were described earlier in auto corilation 
matrix, Strength assignment and Non-maximum 
suppression steps. 
 
4. Result 
The Facial feature extraction method was implemented 
in MATLAB and examines in four different expressions 
are Sad, Happy, Surprise,  

Neutral, also in five orientations as follow; Left side, 
Frontal, right side, Up and Down. 
Table3, illustrate the experiment result, for each user 
checked for each orientation and expression, repeated 
five times. The experimental result is presented in 
Table3. 

For example capture the user’s face from the left 
side in the sadness expression, so the corners is 
marked and the value is calculated by the average of  
four more pictures results in the same position, 
moreover this testing continued for other 
expressions  and orientations, we do not have any 
result for the left eye in the right side face picture, 
because the left eye doesn’t appear in the right side 
picture also for the right eye in the case of left side 
photo. 
Finally the average detection rate for all of the 
expression and orientation is 89.15, as we can see in 

Table3. We got the highest result for nose, and the 
least result for the left eye, the factors that affected 
the result are brightness and shadows.  
Some test results are shown in figure2. 
 

Table3: experiment result 

 left eye nose lip right eye 
expression value expression value expression value expression value 

left side sad 100 sad 100 sad 100 sad ----- 
happy 100 happy 100 happy 60 happy ----- 

surprise 80 surprise 100 surprise 60 surprise ----- 
neutral 80 neutral 100 neutral 100 neutral ----- 

frontal sad 80 sad 100 sad 100 sad 100 
happy 60 happy 100 happy 80 happy 100 

surprise 80 surprise 100 surprise 60 surprise 80 
neutral 80 neutral 100 neutral 100 neutral 100

up sad 100 sad 100 sad 100 sad 100 
happy 80 happy 100 happy 100 happy 100 

surprise 100 surprise 100 surprise 100 surprise 80 
neutral 80 neutral 100 neutral 100 neutral 100 

right side sad ----- sad 60 sad 100 sad 100 
happy ----- happy 100 happy 80 happy 80 

surprise ----- surprise 80 surprise 60 surprise 60 
neutral ----- neutral 100 neutral 60 neutral 80 

down sad 60 sad 80 sad 80 sad 100 
happy 80 happy 80 happy 80 happy 80 

surprise 100 surprise 60 surprise 100 surprise 100 
neutral 100 neutral 100 neutral 100 neutral 60 

  85  93  86  88.75 

         

  89.15 
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Figure2: test results 
 
 

5. Conclusion and future works 
In this paper, it’s been tried to review the works done in 
facial feature extraction, and proposed the geometry-
based technique by the corner detection for extracting 
the facial feature points and also present the 
preprocessing approach. The experiment result shows 
the system can works in the different orientation and 
expression. 
In the future we will improve the detection by the higher 
accuracy and also it will be work in the real-time video. 
 
References 
[1] H.D. Ellis, “Introduction to aspects of face processing: 

Ten questions in need of answers”, in Aspects of Face 
Processing, H. D. Ellis, M. Jeeves, F. Newcombe, and A. 
Young Eds. Dordrecht:Nijhoff, 1986, pp.3-13. 

[2] D.J. beymer, “Face recognition under varying pose”, 
IEEE Proc.on CVPR, pp.756-761, June 1994 

[3]  Hjelmas, B. K. Low, Face detection: A survey, Computer 
Vision and Image Understanding 83 (2001) 236–274. 

[4] H. C. Huang, M. Ouhyoung, J. L. Wu, Automatic feature 
point extraction on a human face in model-based image 
coding, Optical Engineering 32 (1993) 1571–1580. 

[5] D. Pramadihanto, Y. Iwai, M. Yachida, Integrated person 
identification and expression recognition from facial 
images, IEICE Trans. Information and Systems E84D 
(2001) 856–866. 

[6] W. S. Lee, N. Magnenat-Thalmann, Fast head modeling 
for animation, Image and Vision Computing 18 (2000) 
355–364. 

[7] J. G. Wang, E. Sung, Pose determination of human faces 
by using vanishing points, Pattern Recognition 34 (2001) 
2427–2445. 

[8] T. Kanade, Computer Recognition of Human faces     
Basel        and Stuttgart: Birkhauser, 1997. 

[9] A. Yuille, D. Cohen, and P. Hallinan, “Facial feature 
extraction from faces using deformable templates”, Proc. 
IEEE Computer Soc. Conf. On Computer Vision and 
Pattern Recognition, pp. 104-109, 1989. 

[10] T.C. Chang, T.S. Huang, and C. Novak, “Facial feature 
extraction from colour images”, Proceedings of the 12th 
IAPR International Conference on Pattern Recognition, 
vol. 2, pp. 39-43, Oct 1994. 

[11] Y. Tian, T. Kanade, and J.F. Cohn, “Evaluation of Gabor-
wavelet-based facial action unit recognition in image 
sequences of increasing complexity”, Proceedings of the 
Fifth IEEE International Conference on Automatic Face 
and Gesture Recognition, pp. 218 –223, May 2002. 

 

 
Elham Bagherian obtained her 
B.Sc in computer engineering field 
in 2005 from Iran Azad University.  
She is currently a master student in 
University Putra Malaysia. Her 
research interest includes Image 
processing and computer graphics, 
especially in feature extraction and 
face recognition. 
 

 
 
 Rahmita Wirza received the B.Sc. 
and M.Sc. degrees in Science 
Mathematics from University 
Science Malaysia, in 1989 and 1994, 
respectively. During 1989 to 1990 
she work as research assistance in 
Department of Physics in 
University Science Malaysia 
experimenting on Ozone layer 
measurement at the Equatorial 

region, before working as tutor in Universiti Putra Malaysa. 
She received her PhD in Computer Assisted Engineering from 
University of Leeds, U.K. At this moment she is working in 
Faculty of Computer Science and Information Technology  as 
lecturer and acting as head of multimedia department. Among 
her focus research area are Computer Graphics and 
Applications, Computer Assisted Surgery and Computational 
Geometry. 
 

Nur Izura Udzir is a Senior 
lecturer at the Faculty of Computer 
Science and Information 
Technology, University Putra 
Malaysia (UPM). . She obtained 
her B.S. and M.S. in Computer 
Science from UPM. She obtained 
her Ph.D. in Computer Science 
from University of York, UK in 
2006 She is currently leading the 

Information Security Group at the faculty. Her research 
interests include coordination models and languages, access 
control in open distributed systems. 
 
 
 
 
 
 
 
 
 
 

    


