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Summary 
 
Protection and restoration mechanisms have been applied 
in backbone networks, but access networks are not 
considered significantly in the scope of survivability. In 
this paper, we propose a cost effective protection scheme 
for a novel tree-based EPON architecture in distribution 
region. The protection scheme is capable of fault detection 
within 2 ms, assuring zero packet loss with the assisting of 
Access Control System. The Optisystem CAD Software 
product of Optiwave Inc was used to investigate the 
system performance and to roof the system feasibility in 
four failure conditions.  
 
Key words: 
EPON, protection, restoration, mechanism, ACS, fault 
detection, distribution region. 

1. Introduction 

Fiber connections directly to the consumer have 
always been viewed as attractive due to their presumed 
longevity (an unpowered fiber network versus a powered 
copper network), lower operational costs, and 
tremendously larger bandwidth compared to copper 
twisted pair. FTTP gives the service provider to branch 
out being a single service delivery company to participate 
in various consumer activities with potentially attractive 
revenue streams, ranging from communications, to 
entertainment, to information. It has long been thought 
that fiber’s very significant bandwidth would open the 
way to new applications by the consumer, but it is only 
recently with the advent of the Internet and the expansion 
of copper based broadband that this vision may become 
reality. Ethernet based Passive Optical Network (PON) 
technology is emerging as a viable choice for the next-
generation broadband access network [1-2]. EPON is a 
PON that carries Ethernet traffic. EPON FTTH consists of 
a single, shared optical fiber connecting a service 
provider's central office to a passive coupler, which is 
located not more than 19km away from the central office 
(CO). The passive coupler is positioned not more than 1 
km from residential customers, in order to minimize fiber 
usage. Each customer receives a dedicated short optical 

fiber but shares the long distribution trunk fiber [3]. One 
of the recently-introduced standards applicable to fiber-
tothe- home (FTTH) networks is the IEEE 802.3ah 
Ethernet in the First Mile (EFM) standard, also known as 
EPON (Ethernet passive optical network), or GEPON 
(Gigabit Ethernet Passive Optical Network) [4].  
 

PON which is point-to-multipoint fiber, with no 
active elements in the signal’s path. All transmissions in a 
PON are between an Optical Line Terminal (OLT) and 
Optical Network Units (ONUs). Traffic from an OLT to 
an ONU is called ‘downstream’ (point-to-multipoint) and 
traffic from an ONU to OLT is called ‘upstream’ 
(multipoint-to-point). Two wavelengths are used normally 
1310 nm for the upstream transmission and 1490 nm for 
the downstream transmission. In the downstream direction 
(OLT to User), are broadcasted by the OLT and extracted 
by their destination ONUs based on their media access 
control (MAC) address [5].  
 

 The downstream signal from OLT is 
broadcasting for each ONU, and the upstream signal from 
each ONU needs the multiple point control protocol 
(MPCP) mechanism to arrange the uplink. When a fiber 
link between the OLT and ONU is broken (or cut) due to 
the environment effect, the affected ONU will become 
unreachable to the OLT [6]. The motivation of passive 
optical technology in the access space is to provide a cost-
efficient transport mechanism to end-users, which is 
interference-free, bandwidth-elastic, and distance 
independent between premises and head-end. The general 
PON topology consists of single mode fiber linking the 
network optical line terminal (OLT) and the optical 
network unit (ONU), and the ONU with the optical 
network terminating unit (NT) with a fiber link that can be 
(depending on type of fiber) up to 40 km or longer; such 
distance providing service to all loop lengths.[7] 
 

In this paper we proposed the restoration 
architecture that can be applied in FTTH EPON especially 
in drop region (optical splitter to ONU). Any failure 
occurs in this region will be switched the traffic to the 
alternative path according to the types of failure. Failure in 
single working line will divert the signal to protection 
fiber that bundled together in one single cable. But if 
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failure occurs on cable (both fiber damage) has to switch 
the signal to the other alternative protection line of 
neighbour connection. The first restoration scheme named 
as linear protection and the latter is shared protection. 
Both scheme proposals on survivability have aimed on 
ensuring the traffic flow continuously from OLT to ONU. 
This can be done by wisely and well planned on fiber 
installation during FTTH deployment. 
 

However, although protection of access networks 
is required to ensure survivability, few studies on 
protection mechanisms have been achieved. The most 
commonly deployed protection architectures are 1:1 and 
1+1.[8] Figure 1 shows the 1:1 protection scheme.  There 
are two types of 1:1 protection. In the first type, a 
dedicated protection path is required, but the protection 
path is allocated to carry low -priority traffic, called extra 
traffic, under normal circumstances. In the second case, 
the protection path is not used at all during normal 
operation, and can simply be used when failure occurs in 
the working path. In this paper we are proposed to use the 
second case of 1:1 protection scheme according to the 
traffic prioritization. High priority traffic is transmitted on 
the primary path whereas the best effort traffic is diffused 
on the backup path. In case the primary path breaks, the 
high priority traffic is transferred to the backup path. 

 
 

 
 

Figure 1 1:1 protection schemes 
 
2.  1:1 Protection Route Mechanism 

Survivability in network system will provide the 
protection and restoration architectures and it continued 
services in the presence of failures. Protection switching 
or restoration is the mechanisms used to ensure 
survivability. The survivability will add redundant 
capacity, detect faults and automatically re-route traffic 
around the failure. So the mechanism of restoration for the 
system was designed to meet the network specification. 
For our FTTH based design, downstream optic signal with 

λ1 = 1480 nm and λ2 = 1550 nm wavelength will be 
transmitted from central office (OLT) through the feeder 
region. Then the optic signal λ1 and λ2 will enter the drop 
region after passing through the optical splitter. So, the 
optic signal will be divided into 8 route signal in the drop 
region. In this paper we will discuss on four failure 
condition when every failure will use a different number 
of optical switch. The mechanism protection will have 
four type of restoration scheme. In linear protection PON-
FTTH scheme, each ONU is connected to splitter output 
terminal by two fibers; working line and protection line 
through two optical switches that is controlled by ACS. So, 
this research was proposed to implement the protection 
scheme by using the optical switch which is used to switch 
the signal to the protection line when failure occurs in the 
working line. The route depends on the restoration 
mechanism that is activated according to the types of 
failure. The two optical switches are allocated in the 
transmission line in which both ONU and splitter are 
located. A first optical switch is used to switch the signal 
to protection line at local transmission or switch to 
protection line at transmission line nearby. The second 
optical switches will switch the signal in protection line 
back to the original path before sending it to the local 
ONU.  
 

3. Simulation Results for Four Types of 
Failure Condition 
 

Receiver sensitivity and dynamic range are the 
minimum acceptable value of received power needed to 
achieve an acceptable BER or performance. Receiver 
sensitivity takes into account power penalties caused by 
use of a transmitter with worst-case values of extinction 
ratio, jitter, pulse rise times, optical return loss, receiver 
connector degradations, and measurement tolerances. The 
receiver sensitivity does not include power penalties 
associated with dispersion or with back reflections from 
the optical path. These effects are specified separately in 
the allocation of maximum optical path penalty. Receiver 
have to cope with optical inputs as high as -5dBm and as 
low as -30dBm. Figure 2 represents the measured 
downstream and upstream dynamic range in dB in four 
conditions which is in normal condition A, condition B, 
condition C, condition D are 25.2 dB, 28.2 dB, 28.9 dB 
and 32.5dB respectively. Failure at condition D gives the 
highest value of dynamic range since the failure condition 
uses eight numbers of optical switch to perform the 
protection and restoration scheme to the network.  
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Table 1 Simulation parameters used in the simulation 

 
  Component  Condition A Condition B Condition C Condition D
Transmitted Power (dBm)  0 0 0 0 
PBRS generator (Gbps)  1.25 1.25 1.25 1.25 
Demultiplexer Loss (dB)  0.5 0.5 0.5 0.5 
Multiplexer Loss (dB)  0.5 0.5 0.5 0.5 
Bidirectional Splitter (1:8) Loss (dB) 3 3 3 3 
Circulator bidirectional (dB)  2 2 2 2 
Bidirectional optical fiber Loss (dB) 0.25x20 0.25x20 0.25x20 0.25x20 
Optical Switch Loss (dB)  1.2x2 1.2x4 1.2x6 1.2x8 
Total Loss (dB)   25.8 28.2 28.9 32.5 

 

 
 

Figure 2 Dynamic range (dB) calculated of downstream 
and upstream traffics at four failure conditions observed. 

 
So, in our design we proved the system in all four 

type condition can be implemented using sensitivity -34 
dBm. Figure 9 shows the maximum Q factor calculated for 
four types of condition. The values can be accepted and 
above the minimum requirement which is 6 (~ BER = 
1x10-9). 
 

CONCLUSION 
 
This paper described the protection scheme included with 
simulation approached in four failure conditions. In this 
paper, protection scheme mechanism proposed comprise 
of 4 different type of condition that require the optic signal 
to pass through the different number of optical switch. 
Due to different type of breakdown occur in optic signal 
route, and then the protection mechanism is differing to 
each other. For every type of protection mechanism, we 
employ  

 
the dedicated protection and shared protection. According 
to the three conditions, for the condition A, condition B 
and condition C the protection route will involve in two, 
four, and six numbers of optical switch respectively. The 
survivability of EPON is necessary to provide seamless 
services and ensure network reliability. Single failure in 
the line connected will activate dedicated protection while 
shared protection is activated when both fiber (working 
and standby fiber) are breakdown. The BER 
characteristics were measured at 1.25 Gbps and no 
degradation was observed, as confirmed by a comparison 
of these simulation results with those obtained from 
systems without restoration element.  
 
 
Acknowledgements 
 
This project is supported by Ministry of Science, 
Technology and Environment, Malaysia Government, 
through the National E-Science Project fund 01-01-02-
SF0493 and Research University Grant fund UKM-GUP-
TMK-07-02-108. 
 
References 
 
[1] ASM D. Hossain, H. Erkan, R. Dorsinville, M. 

Ali, A. Sami, C. Assi. “Protection for Ring-Based 
EPON Architecture”. International Conference in 
Telecommunication. Vol. 2. pp.1548-1553. 2005.  

[2] A. Tzanakaki, I. Zacharopoulus and I. Tomkos, 
“Optical Add/Drop Multiplexers and Optical 
Cross-Connects for Wavelength Routed 
Network”. In Proc. ICTON03 5th International 
Conference on Transparent Optical Networks 
(Warsaw, Poland, June) Warsaw, Poland.Vol. 1, 
pp. 41-46, 2003.  



IJCSNS International Journal of Computer Science and Network Security, VOL.9 No.3, March 2009 

 

133

 

[3] W.T. P’ng, S. hatun, S. Shaari and M. K. 
Abdullah. “A Novel Protection Scheme for 
Ethernet PON FTTH Access Network”.2005. 
13th IEEE International Conference on Networks, 
2005. Jointly held with the 2005 IEEE 7th 
Malaysia. Vol. 14, on page: 4.  

[4] James O. “Optical Considerations in FTTH 
networks”. Updated from a paper presented at the 
2006 Fiber to-the-Home Conference. [Online. 
Available from: www.ftthconference.com] 

[5] Jani Saheb Shaik, N R Patil, Sterlite. “FTTH 
Deployment Options for Telecom Operators”.  
Optical Technologies Ltd. [Online. Available 
from: 
http://images.ejeepss.multiply.com/attachment/0/
ReZehwoKCqEAAG9@PIk1/FTTH_India.pdf?n
mid=21043306].  

[6] C.H Yeh, C.S. Lee, S. S. Chi. “Self-protecting 
dual-ring-architecture in time-sharing passive 
optical network to prevent the occurrence of fiber 
failure” 2008. Vol. 281,No. 6, pp 1534–1537 
Optics Communication.  

[7] Stamatios V. Kartalopoulos, Andres Sierra. 
“Engineering a Scalable and Bandwidth Elastic 
Next Generation PON”. Conference on Optical 
Fiber Communication and the National Fiber 
Optic Engineers 2007. OFC/NFOEC 2007. Pp:1-
8. 

 [8] K. E. Han, S. H. Shim, B. J. Oh, L. M Peng and 
Y. C. Kim. “Hybrid Protection Architecture 
against Multipoint Failure in WDM-PON”. The 
9th International Conference on Advanced 
Communication Technology. Vol. 2, pp:1385-
1390.   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Mohammad Syuhaimi Ab-Rahman received 
the B.Eng, M.Sc and PhD degrees in electrical, 
electronic and system from Universiti 
Kebangsaan Malaysia, Malaysia, in 2000, 
2003, 2007 respectively.He joined the 
Institute of Micro-Engineering and 
Nanoelectronics (IMEN) in 2003. He is 
currently a senior Lecturer in Universiti 
Kebangsaan Malaysia (UKM), Selangor, 
Malaysia. He is also an associated research 
fellow of IMEN since 2006. His current 

research interests are in the area of photonic networks and optical 
communication technologies such as optical security nodes, device 
fabrication, photonic crystal, laser technology, active night vision, plastic 
optical fiber, fiber to the home, fiber in automotive and optical code-
division multiplexing. The current and interest project is development of 
survivability and smart network system for customer access network then 
can be called as an intelligent Fiber-to-the-Home (i-FTTH), collaborated 
with Ministry of Science, Technology and Innovation (MOSTI) of the 
Government of Malaysia. 

 
Siti Asma Che Aziz graduated from UKM 
with a B.Eng in Electrical and Electronics 
Engineering. In October 2008 she joined as a 
researcher in Computer and Network Security 
Research Group, UKM. Currently she is 
doing a M.Sc degree in Electrical, Electronis 
and System department at Faculty of 
Engineering and Built Environment, UKM. 
Her interest in optical communication and 
FTTH network.  

 
 

Kasmiran Jumari is a professor in the 
Faculty of Engineering and Built 
Environment, UKM. He received his B.Sc. 
and M.Sc. in Physics and Instrument Design 
from UKM and University of Aberdeen in 
1976 and 1978, respectively. In 1985, he 
holds a Ph.D. degree in Electronics from 
University of Kent. His research is in the 
area of security system, intrusion detection 
system, signal processing, image processing 

and computer communications networks. Currently, he is also hold a 
position as an associate research fellow in Institute of Space Science 
(ANGKASA), UKM 
 
 
 
 
 
 

 

 

 


