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Summary 
A new routing algorithm has been introduced for Wireless Mesh 
Networks based on metrics associated with each route, the 
protocol is distinguished by being new technique that would use 
multi routing metric criteria and satisfies high packet delivery 
ratio, low delay, low overhead, and multiple gateway support. 
None of the known routing protocols for the mobile Ad Hoc 
Networks (MANET) and wired networks fulfill all of the five 
mentioned criteria. Mesh routing protocols usually forward all of 
the packets destined for a node to a gateway, then the gateway 
will route the packets to the destination. Mesh routing protocol 
also supports multiple gateways and routing based on metrics 
associated with each route. This reduces control overhead as well 
as the delay for a node to join the network. Control packets, 
called the registration and re-registration packets, are sent along 
the route to the gateway to ensure the validity of the route and to 
discern any link failure. The protocol also supports routing based 
on metrics associated with each route which allows a node to 
choose a gateway, as well as a route, based on a metric. 
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1. Introduction 

Routing is a very important part of a network as it creates 
a communication path between a source and destination, 
and forwards packets on that route. Without routing, the 
nodes will not be able to communicate with each other. 
Wireless systems used in the industry today are mostly 
cellular radio links, using point-to-point or point-to-
multipoint transmission. These traditional wireless systems 
have limitations and liabilities, such as, rigid structure, 
careful planning, and dropped signals [1]. Wireless Mesh 
Networks are more suitable for real life applications 
needed today. Wireless Mesh networks are multihop ad 
hoc wireless networks that also support wired devices and 
have gateways for providing connectivity to the Internet. 
An ad hoc wireless network is a temporary network 
consists of two or more devices (nodes), which has 
networking and wireless communications capabilities [2]. 
A node can communicate with another node that is within 

its radio range. To communicate with nodes outside the 
radio range, an intermediate node(s) is used to forward 
messages to the destination node. The most important 
feature of a Wireless Mesh network is that it provides 
Internet connectivity to nodes in the network. The traffic 
between two nodes in the Wireless Mesh network is only a 
small fraction of the total traffic, which travels to and from 
the Internet. A gateway is a special node that may have a 
wireless and a wired interface(s). The wired interface 
connects to the Internet while the wireless interface is 
towards the Ad Hoc Network. Gateways provide Internet 
connectivity to the Ad Hoc Network by forwarding 
packets from the Internet to the Ad Hoc Network and vice 
versa. The devices help each other relay and transmit 
packets through the network. A node can receive and send 
messages, and it also functions as a router that can relay 
messages for other nodes. Through the relaying process, a 
wireless data packet is delivered to the destination while 
passing through intermediate nodes. These Ad Hoc 
Networks can be deployed with minimal preparation, and 
they provide a reliable, flexible system that can be 
extended to hundreds of devices. The technology is self-
configuring, self-healing and scalable. It offers redundant 
communication paths, such that in an event of a link or 
node failure, the nodes can find another route to the 
destination. Nodes can join or leave the network at 
anytime. The network itself discovers the new nodes and 
incorporates them into the existing network. However, 
there is one drawback, that is, node density has to be 
sufficient to ensure network connectivity. 

2. Related Work 

Significant research has been done for routing in Ad Hoc 
Networks focusing on different ideas; some of them 
compared two or more protocols to determine which one 
is the best. Other research papers studied protocols with 
different nodes or ways to evaluate the protocol 
performance; Lee, S., Su “A Performance Comparison 
Study of Ad Hoc Wireless Multicast Protocols” [3], 
investigated the performance of multicast routing 
protocols in wireless mobile Ad Hoc Networks MANET. 
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In the research they simulated a set of wireless Ad Hoc 
multicast protocols and evaluated them in various network 
scenarios. The relative strengths, weaknesses, and 
applicability of each multicast protocol to diverse 
situations are studied and discussed. The final conclusion 
is that, in a mobile scenario, mesh based protocols 
outperformed tree-based protocols. The availability of 
alternate routes provided robustness to mobility. Also the 
research shows that, the route maintenance in Reactive 
Routing Protocols in Ad Hoc Multicast (AM) Route 
performs well under no mobility, but it suffers from loops 
and inefficient trees even for low mobility. Ad Hoc 
Multicast Routing protocol utilizing Increasing id-
numberS (AMRIS) was effective in a light traffic 
environment with no mobility, but its performance was 
susceptible to traffic load and mobility. Core-Assisted 
Mesh Protocol (CAMP) showed better performance when 
compared to tree protocols, but with mobility, excessive 
control overhead caused congestion and collisions that 
resulted in performance degradation. On-Demand 
Multicast Routing Protocol (ODMRP) was very effective 
and efficient in most simulation scenarios. However, the 
protocol showed a trend of rapidly increasing overhead as 
the number of senders increased. 
Davids Jones[4], in his study “A performance comparison 
of Multi-Hop Wireless Ad Hoc Network Routing 
Protocols” presents the results of  a detailed packet-level 
simulation comparison four Multi-hop Wireless Ad Hoc 
network routing protocols that cover a range of design 
choices as: Destination-Sequenced Distance-Vector 
(DSDV), Temporally-Ordered Routing Algorithm 
(TORA), Dynamic Source Routing protocol (DSR) and 
Ad hoc On-Demand Distance Vector (ADOV). It 
extended the Network Simulator NS-2 network simulator 
to accurately model the MAC and Physical-layer behavior 
of the IEEE 802.11 wireless LAN standard, including a 
realistic wireless transmission channel Model, and 
presents the results of simulations of networks of 50 
mobile nodes [4]. 
 
Carla Dewali [5], in her study “Simulation of Large Ad 
Hoc Networks” this paper presents the simulation of 
routing protocol in Ad Hoc Network used the original NS-
2 simulator and Ad Hoc wireless networks. And alleviate 
the scaling of routing protocol, it base the computation of 
the interactions on the truncation algorithm for the 
protocol simulated, this exploits the real-life properties of 
signal propagation consequence NS-2 performs much 
more effectively (up to 30 times faster) [5]. 

3. The DRMRP Protocol 

3.1 Protocol Fundamentals 

An ideal Wireless Mesh Routing Protocol would support 
routing based on metrics associated with each route and 
also satisfy the following criteria: High packet delivery 
ratio, low delay, low overhead, and multiple gateway 
support. Multiple gateway support means that when more 
than one gateway is available in the network, the routing 
protocol should maintain routes to all of them. This offers 
two advantages [6]: 
• Traffic Migration: If one gateway stops functioning, 

data traffic can be routed to another gateway. 
• Load balancing: Data traffic can be distributed 

among the gateways depending on the metrics 
associated with routes to these gateways. 

None of the routing protocols known so far, whether for 
the Ad Hoc networks or for the wired networks, have all 
of the criteria listed above. A new routing algorithm is 
needed, which would satisfy all of these requirements. We 
claim that our routing protocol supports dynamicity and 
scalability for mesh wireless networks.  
 

 
Figure-1- the State diagram at the node 

Mesh Routing Protocol is suitable for Ad Hoc Wireless 
Mesh Networks, where the network consists of a gateway 
and some other nodes (i.e. mobile and/or static nodes). All 
nodes of the network are proactively maintaining routes 
towards the gateway. If a node has to communicate with 
another node, either in the same network or in the Internet, 
the node has to go through the designated gateway. 
This assumption based on the fact that the traffic between 
any two nodes in the Wireless Mesh Network represents a 



IJCSNS International Journal of Computer Science and Network Security, VOL.9 No.4, April 2009 
 

 

18 

small fraction of the total incoming and outgoing network 
traffic. 
The major highpoint of our protocol is supporting of 
multiple metrics associated with each route, where 
different packets from the same source can be categorized 
according to packet type and delivered to different routes 
of the gateway (i.e. telnet traffic/packets can be sent over 
the lowest delay path while, ftp traffic/packets can be sent 
over the route that having higher bandwidth and better 
network availability and stability). Before getting the 
protocol into operational mode, all of the required 
configuration parameters and the number of needed routes 
should be set and maintained. 
The figures shown briefly describe the protocol and the 
node state diagram. Figure -1- shows the Mesh Routing 
Protocol (MRP) node state diagram and Figure -2- shows 
the MRP gateway flow diagram.  
 

Wait for Message

Start

RREQ RREG

Is there a Routing Table entry for the node 
originating this RREG

Allocate space for a new
Routing TableEntry;

Assign a num erical identifier to
 this entry;

Copy the values from the RREG packet to the RREGACK packet

Send the packet

Next Hop of  the Routing Table Entry
 = src Addr of RREG packet;

YES
destAddr = originator of  RREG packet;

nextHop = srcAddr of RREG packet;
gatewayAddr = gatewayAddr of RREG packet;

virPathId = virtualPathId of RREG packet;

Fill the RREP packet with the following values
srcAddr = nodeAddr;

numRoutes = 1;
sizeRoute = 0;

gatewayAddr = nodeAddr;
List of NextHops = Invalid;

Num_Hops metric  = 1;
Node_Mobile metric = 0;

NO

 
Figure-2- MPR flow diagram at the Gateway 

3.2 Protocol Components 

The Mesh Routing Protocol is composed of 3 basic 
mechanisms: 

• Route Acquisition: Is the mechanism by which a 
node acquires routes toward the gateway. 

• Route Registration and Re-Registration: Is the 
mechanism by which a node registers with the 
gateway such that the gateway becomes aware of 
the node. The Re-Registration mechanism 
ensures the freshness of the routes. 

• Route Failure detection and propagation: Mesh 
Routing Protocol relies on the link layer to 
inform it about a link breakage. Upon receiving 
this information, MRP propagates the route error 
information to downstream nodes and initiates 
the search for new routes. The nodes receiving 
the route error invalidate routes toward the 
gateway utilizing the broken link and initiate 
search for new routes.  

4. Methodology used and Simulation 

4.1 Methodology used 

Mesh Routing Protocol (MRP) was simulated using 
Glomosim. Glomosim is a well known discrete-even 
network simulator [7]; it is scalable and can be used to 
simulate large networks [8]. In this work MRP has been 
simulated in different scenarios and compared with 
AODV, Wireless Routing Protocol (WRP), Bellman-Ford, 
and Fisheye State Routing (FSR). AODV is an on-demand 
protocol while WRP, Bellman-Ford and FSR are proactive 
protocols. This allows us to compare the Mesh routing 
protocol with both on-demand and proactive protocols in 
d5fferent scenar56s. In scenario-1, we vary the number of 
Constant Bit Ratio (CBR) sources, while in scenario-2 the 
speed of the mobile node was varied. The metrics used for 
studying the simulation results are Packet Delivery Ratio 
(PDR), Average End-to-End Delay and Control Overhead.  
 
4.2 Analysis and results 
 
Intensive experiments and comparisons were performed to 
prove our claims; the simulation results shown in the 
following diagrams represent the different scenarios and 
parameters being used. The experiments results are shown 
on the figures below where our observations were stated in 
order to give clear explanations of the results. 
Figure-3- clearly shows that MRP has the maximum 
Packet Delivery Ratio PDR. This is because MRP is a 
proactive protocol, and nodes maintain routes to the 
gateways all of the times. Another important note is that, 
the MRP is having the highest throughput; this is because 
the MRP sends Registration messages at regular intervals 
and expects their acknowledgement accordingly. And the 
MRP scheme being used would discover link breakages 
faster. 
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Packet Delivery Ratio vs Num. of CBR sources
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Figure 3: packet delivery ratio vs. number of CBR 

Average Delay vs Num. of CBR sources
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Figure 4: Average Delay vs. Num. of CBR Sources 

 
Figure-4- shows that AODV has the highest delay while 
proactive protocols have the lowest delay. MRP’s delay is 
between AODV and the other proactive protocols. 
Although MRP is proactive, the route acquisition process 
is similar to on-demand protocols. We found that MRP 
reacts to a lost packet and searches for new routes same as 
on-demand protocols. This process adds more delay to the 
MRP, where it is not the case with proactive protocols. 
Proactive protocols do not react when a packet is lost; they 
keep on forwarding packets on the same route. This 
technique results in packets loss with no delay increase. 

Control Overhead vs Num. of CBR sources
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Figure-5-:-control Overhead vs. Num of CBR  

Figure-5- comparing the different algorithm we found that 
FSR has a constant control overhead with minimum 
control overhead. The reason for this behavior is that the 
FSR is a Link-State protocol, having a small scope and 
radius of 2. The control overhead is bound to be low since 
updates are minimal (not too many), where updates need 
to be broadcast throughout the network. The updates are 
limited to 2 hops only, which is not the case with Bellman-
Ford and WRP whose control overhead is considerably 
higher. Bellman-Ford has the highest overhead because 
the current implementation of this protocol in the 
simulator does not include all of the RIP optimization 
features. We also observe that MRP’s overhead is lower 
than that of AODV, because, in MRP, the Route Request 
RREQ and Route Reply RREP travel a single hop; while 
in AODV, they travel all the way from the source to the 
destination and back. Besides, the RREQ is broadcast by 
all the nodes receiving the RREQ. This adds more to the 
total control overhead of AODV. As expected, the control 
overhead and the delay increase with the number of CBR 
sources. 

Throughput vs Speed of Mobile Nodes
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Figure-6-: Throughput vs. Speed of Mobile Nodes 
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In Figure-6- it is clear that MRP delivers the highest 
number of packets in all speeds. This is because the 
mobile nodes are in constant motion and the route breaks 
quite often, the proactive MRP algorithm is faster in fixing 
route breakage than the non-proactive AODV where 
RREQ and RREP travel single hop; Route discovery (in 
AODV) does not happen if there is no data to be 
transferred on the path, since nodes are not sending state 
most of the times and then the intermediate nodes are not 
able to satisfy the route request. This is not the case with 
MRP, where all nodes proactively maintain the route 
toward the gateway. This proactive approach helps in 
fixing route errors fast, hence transferring more packets. 
MRP also sends Registration messages at regular intervals 
and expects their acknowledgement back. Due to this 
scheme, link breakages are discovered early and faster. 
We observe that the throughput drops dramatically when 
increasing the mobile node speed; this observation is 
expected because the mobile node loses its connectivity 
with the next hop more often as speed increase. The 
phenomenon leads to more route breaks that would result 
on more route repairs and data loss. Therefore, the 
throughput degrades when increasing the mobile node 
speed. 
 
Figure-7- show that AODV delivers the highest number of 
packets. MRP delivers a slightly less number of packets; 
but if we add the throughput in both directions (from and 
to the gateway), MRP delivers the highest number of 
packets. Bellman-Ford, FSR, and WRP deliver fewer 
packets than AODV or MRP. 
 

Packet Delivery Ratio vs Speed of Mobile Nodes
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Figure 7: Packet Delivery Ratio vs. Speed of Mobile Nodes 

Average Delay vs Speed of Mobile Nodes

100

110

120

130

140

150

160

0 5 10 15 20 25

Speed of Mobile Nodes (meters / sec)

A
ve

ra
ge

 D
el

ay
 (m

se
c)

MRP
AODV
BELLMAN-FORD
WRP
FISHEYE

 

Figure-8-:Average Delay vs.speed of mobile nodes 

In Figure-8-MRP has the least delay. The control overhead 
is almost the same as result in the first scenario-1 

5. Summary and Future Work 

MRP, AODV, Bellman-Ford, FSR, and WRP have been 
simulated in GlomoSim, and the performance has been 
compared. The performance metrics are Packet Delivery 
Ratio (PDR), Average End-to-End Delay, and Control 
Overhead. Two different scenarios have been used to 
compare the protocols. In the first scenario, we increase 
the number of CBR sources, while, in the second scenario, 
we increase the speed of the mobile nodes. The 
performance of the protocols in upstream and downstream 
directions has been compared separately. AODV delivers 
the highest number of data packets in the downstream 
direction. MRP delivers fewer packets than AODV, while 
the proactive protocols deliver the least number of packets. 
In the reverse direction, MRP delivers the highest number 
of packets. AODV delivers fewer packets than MRP, 
while the proactive protocols deliver the least number of 
packets. It was observed that MRP delivers the highest 
number of packets if the results for both the directions are 
combined. This is true for both the scenarios. 
Proactive protocols have the least delay, while AODV has 
the highest delay. The delay of MRP is greater than 
proactive protocols but less than AODV. It has been 
observed that the delay of MRP is closer to the proactive 
protocols rather than AODV. This is due to the proactive 
nature of MRP. The routing overhead of Bellman-Ford is 
maximum. FSR has the least overhead. MRP has a lower 
overhead than AODV. It has been observed that only FSR 
has a lower overhead than MRP. MRP also supports 
routing based on metrics associated with each route and 
multiple gateways. This is evident from experiments 
performed in Scenario-2. A high throughput, low delay, 
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low routing overhead, routing based on metrics and 
multiple gateway support make MRP the best choice for 
Wireless Mesh Networks. 
The design, implementation and evaluation of MRP are 
still lacking in the coming a few areas. These areas are 
listed below and will be addressed in the future. 
• Extending the RREG Packet: The RREG packet 

should be extended to include resource reservation 
requests. 

• Security: The routing protocol packets should be 
properly authenticated and encrypted. 

• Evaluation of routing based on route metrics: MRP 
should be simulated in an environment that offers a 
large number of metrics associated with each route. 
This will allow extensive evaluation of MRP’s 
support of routing based on route metrics. 
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