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Summary 
This paper investigates the benefits of combining neural 
networks and fuzzy logic into neuro-fuzzy system, especially for 
application in face recognition task. The former is the result of 
combining fuzzy logic and mixture of experts, ME, by multi-
layer perceptron networks. In the description of ME, some 
proposals to improve the performance of model are also 
described. An analysis comparing the model enhancements 
proposed in this paper with the corresponding original ME model 
in face recognition is also presented. Experimental result 
confirms the importance of combining these two technologies 
(neural networks and fuzzy logic) in face recognition.   
Key words: 
Fuzzy logic, Neuro-fuzzy system, Mixture of Experts. 

1. Introduction 

The combining of the techniques of fuzzy logic and 
neural networks suggests the novel idea of transforming 
the burden of designing fuzzy logic systems to the training 
and learning of connectionist structure and learning to the 
fuzzy logic systems and the fuzzy logic systems provide 
the neural networks with a structural framework with 
high-level fuzzy IF-THEN rule thinking and reasoning. 
These benefits can be witnessed by the success in applying 
neuro-fuzzy system in areas like pattern recognition and 
control. 

Fuzzy logic [1,2,3] and artificial neural networks [4,5] 
are complementary technologies in the design of 
intelligent system. The combination of these two 
technologies into an integrated system appears to be a 
promising path toward the development of intelligent 
systems capable of capturing qualities characterizing the 
human brain. However, fuzzy logic and neural networks 
generally approach the design of intelligent systems from 
quite different angles. Neural networks are essentially 
low-level, computational algorithms that sometimes offer 
a good performance in pattern recognition tasks. On the 
other hand, fuzzy logic provides a structural framework 
that uses and exploits those low-level capabilities of neural 
networks. 

Both neural networks and fuzzy logic are powerful 
design techniques that have their strengths and weaknesses. 

Neural networks can learn from data sets while fuzzy logic 
solutions are easy to verify and optimize. Table 1 shows a 
comparison of the properties of these two technologies. In 
analyzing this table, it become obvious that a clever 
combination of the two technologies delivers the best of 
both worlds.  

Evolutionary Artificial Neural Networks have been 
widely studied in the last few decades. The main power of 
artificial neural networks lies in their ability to correctly 
learn the underlying function or distribution in a data set 
from a number of samples. This ability can be expressed in 
terms of minimizing the estimation error of the neural 
network, on previously unseen data. As discussed in the 
comprehensive review of [6], variety of methods has been 
applied on different issues of ANNs, such as the 
architecture and the connection weights to improve their 
performance. There are several published works in the 
literature that have shown an ensemble of neural networks 
demonstrates improved generalization ability in 
comparison with individual networks [7,8,9,10,11,12]. 
Most real world problems are too complicated for a single 
individual network to solve. Divide-and-Conquer 
approach, which tries to solve a complex problem by 
dividing it into simple problems, has proved to be efficient 
in many of such complex situations. 

Jacobs et al. [13,14] have proposed an ensemble 
method called Mixture of Experts, ME, based on the 
Divide-and-Conquer principle. ME is one the most famous 
methods in the category of dynamic structures of 
combining classifiers, in which the input signal is directly 
involved in actuating the mechanism that integrates the 
outputs of the individual experts into an overall output [4]. 
Consider a modular neural network in which the learning 
process proceeds by fusing self–organized and supervised 
forms of learning as shown in Figure 1. The experts are 
technically performing supervised learning in that their 
individual outputs are combined to model the desired 
response. There is, however, a sense in which the experts 
are also performing self–organized learning; that is they 
self–organize to find a good partitioning of the input space 
so that each expert does well at modeling its own subspace, 
and as a whole group they model the input space well. The 
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learning algorithm of the mixture structure is described in 
[15]. 

Table 1: Properties of neural networks and fuzzy logic 

 Neural Networks Fuzzy Logic 

Knowledge 
Representation 

Implicit, the 
system cannot be 
easily interpreted 

or modified  

Explicit, 
verification and 
optimization are 

very easy and 
efficient  

Trainability  
Trains itself by 

learning from data 
sets 

None, everything 
must be defined 

explicitly   

However, in our models, in order to improve the 
performance of the expert networks, and consequently the 
whole network performance, we use modified of ME in 
which MLPs instead of linear networks or experts are used, 
and is hereafter referred to as mixture of multilayer 
perceptron experts (MME). 

To evaluate the performance of our proposed model, we 
use ORL dataset in our experiments, and we use Principal 
Component Analysis, PCA, in the feature extraction phase. 
PCA is one of the most common methods of 
dimensionality reduction that is widely used in the 
literature of face recognition for feature extraction [16]. 

 

Fig 1. Block diagram of Committee Machine based on Mixture of Experts. 

The rest of this paper is organized as follows: In 
Section 2, we provide a brief description of the Mixture of 
Experts structures with linear and Multi Layer Perceptrons, 
MLP, as experts. Section 3 describes the proposed model 
in which fuzzy rules are employed to learn a MLP, which 
is then used in ME structure. In section 4 a comparison 
with previously published methods is provided, along with 
a discussion on the obtained results. Finally, Section 5, 
concludes and summarizes the paper.  

2. A modified Mixture of Experts 

From a computational point of view, according to the 
principle of divide and conquer, a complex computational 
task is solved by dividing it into a number of 
computationally simple tasks and then combining the 
solutions to those tasks. In supervised learning, 
computational simplicity is achieved by distributing the 
learning task among a number of experts, which in turn 
divides the input space into a set of subspaces. The 
combination of experts is said to constitute a combination 
of classifiers. 

Mixture of experts is one the most famous methods in 
the category of dynamic structures of combining classifiers, 
in which the input signal is directly involved in actuating 
the mechanism that integrates the outputs of the individual 
experts into an overall output [4]. Consider a modular 
neural network in which the learning process proceeds by 
fusing self–organized and supervised forms of learning as 
shown in Fig. 1. The experts are technically performing 
supervised learning in that their individual outputs are 
combined to model the desired response. There is, 
however, a sense in which the experts are also performing 
self–organized learning; that is they self–organize to find a 
good partitioning of the input space so that each expert 
does well at modeling its own subspace, and as a whole 
group they model the input space well. The learning 
algorithm of the mixture structure is described in [15]. 

However, in our model, in order to improve the 
performance of the expert networks, and consequently the 
whole network performance, we devise a modified version 
of MoE in which each expert is a MLP, instead of linear 
networks [17]; furthermore, we make use of a parameter 
obtained from fuzzy logic in the weight update phase. 
Using this fuzzy parameter, the degree of ambiguity of an 
input pattern during the learning phase of MLP experts is 
obtained. 

3. Proposed Fuzzy Mixture of Expert 

Our proposed model is designed to achieve robust face 
recognition with PCA in the feature extraction stage, and a 
mixture of Fuzzy MLP experts in the classification stage 
(Fig. 2). 

In the conventional MLP, the number of nodes in the 
output layer corresponds to the number of classes in the 
task to be performed. The winner-takes-all scheme is 
applied during the learning process in order to define the 
desired output vector. In the desired output vector, the 
class to which the input pattern belongs is assigned the 
value 1, and other classes are assigned the value 0; this is 
called a crisp desired output. In real-world problems, 
however, the data are generally ill-defined, with 
overlapping or fuzzy class boundaries. That is, there might 
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be some patterns with non-zero similarity to two or more 
pattern classes. In the conventional MLP, this multiple 
similarity (or membership value) is not considered with 
the crisp desired output that is used during its training. In 
order to consider the membership values of each class, it 
would seem very promising to incorporate fuzzy concepts 
in forming the desired output [18]. A common way of 
forming the fuzzy desired output is proposed in [19], 
which we use to develop our method by using the two 
parameters of class prototype and variability.  

Prototype of a class points to the distribution of values 
in that class and is determined on a pixel by pixel basis. 
Prototype parameter is obtained according to Eq. (1). 

1 1,..., (1)
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where ikP  is the prototype of the ith pixel of class k, 

1,...k C=  (C is the number of classes), ijT is the ith pixel of 

the training pattern j, M is the number of pixels of a 
pattern and L is the number of training patterns.  

Variability of a class has a fundamental role in the 
process of calculating the fuzzy desired output and is 
concerned with the variations of prototype values for each 
pixel in the set of the training patterns. Variability for each 
is calculated considering the prototype of that class and it 
is defined according to Eq. (2). 
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Prototype and variability parameters are obtained 

considering the whole training set before starting the 
training process. During the training phase, for each input 
pattern, a comparison is made between the input and the 
parameters of its corresponding class in order to derive its 
fuzzy desired output. 

The weighted distance between an input and all classes 
is calculated considering the squared error between the 
input pattern and the prototype of a class by Eq. (3). 
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where iX  is the ith pixel of the input pattern, f  is the 
fuzziness similarity which determines the rate of decrease 
of the weighted distance of the input pattern according to 
its error. 

For each input pattern, class membership value is 
calculated according to the weighted distance of the 
closest class, other weighted distances and its 
corresponding variability Eq. (5). 

exp, ( ) (5)k
k k k k

ZZ D V
Z

μ= × =  

where exp  is a fuzzy parameter which defines the width 

of the membership function, Z  is the similarity of the 
closest class calculated for the input pattern. 

In the MLP weight update process, all training patterns 
have the same impact on adjusting the weights. However, 
there are patterns that are in overlapping areas and that are 
mainly responsible for erratic behavior. One way to 
improve the performance of the weight update algorithm is 
to consider the amount of correction in the weight vector 
produced by the input pattern. Here, the amount of 
correction is defined by the degree of ambiguity of a 
pattern in which the more ambiguous an input pattern is, 
the less correction in the weight is made. The degree of 
ambiguity is an additional parameter to be used in the 
proposed fuzzy MLP which was not employed in the 
model proposed in [18]. The degree of ambiguity is 
defined according to Eq. (6). 

 
( ( ) ( )) (6)m

i jA x xμ μ= −  

 
where ( )i xμ  is the membership value of the top class i , 

( )j xμ  is the membership value of the second highest one 

and m  is an enhancement/reduction fuzzy 
parameter.( 1m <  enhances, 1m = maintains and 

1m > reduces the influence of the ambiguity of a training 
pattern). The degree of ambiguity is, then, used as a 
parameter in the experts weight updating. The new weight 
updating equation for each of expert will be in 3.2 Section. 
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Fig. 2.  Sketch of the proposed models. 

Each expert is a one-hidden-layer Fuzzy MLP, with 
Momentum constant, that computes an output vector Oi as 
a function of the input stimuli vector x and a set of 
parameters such as weights of hidden and output layer and 
a sigmoid function as the activation function. It is assumed 
that each expert specializes in a different area of the face 
space. The gating network assigns a weight gi to each of 
the experts’ outputs, Oi.  

The gating network determines the gi as a function of 
the input vector x and a set of parameters such as weights 
of the hidden layer, the output layer and a sigmoid 
function as the activation function. The gi can be 
interpreted as estimates of the prior probability that expert 
i can generate the desired output y. The gating network is 
composed of two layers: the first layer is an MLP network, 
and the second layer is a softmax nonlinear operator as the 
gating network’s output. The gating network computes 
Og , which is the output of the MLP layer of the gating 
network, then applies softmax function to get: 

1

exp( )
(7)

exp( )
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j

O
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=

∑
 

So the gi is nonnegative and sum to 1. The final mixed 
output of the entire network is: 

 

1, 2,3, 4 (8)T i i
i

O O g i= =∑
  

The “normalized” exponential transformation of Eq. (7) 
may be viewed as a multi-input generalization of the 
logistic function. It preserves the rank order of its input 
values, and is a differentiable generalization of the 
“winner-takes-all” operation of picking the maximum 
value, so referred to as softmax. 

The weights of MLPs are learned using the back-
propagation, BP, algorithm, in order to maximize the log 
likelihood of the training data given the parameters. 

Assuming that the probability density associated with 
each expert is Gaussian with identity covariance matrix, 
MLPs obtain the following online learning rules: 
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Our method of increasing the learning rate, and also 
avoiding the danger of instability, is to modify the fuzzy 
of Eq. (9) by including a Momentum term [17] and degree 
of ambiguity of Eq.(6): 
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where eμ  and gμ  are learning rates for the experts and 

the gating network, respectively, iOh  is the output of 

expert network’s hidden layer, and ih  is an estimate of the 

posterior probability that expert i  can generate the desired 
output y : 
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This can be thought of as a softmax function computed 
on the inverse of the sum squared error of each expert’s 
output, smoothed by the gating network’s current estimate 
of the prior probability that the input pattern was drawn 
from expert i's area of specialization. As the network’s 
learning process progresses, the expert networks 
“compete” for each input pattern, while the gating network 
rewards the winner of each competition with stronger 
error feedback signals. Thus, over time, the gate partitions 
the face space in response to the expert’s performance. 

 

Fig. 3.  Samples of facial variations of the ORL dataset.  

The inclusion of Momentum term in the back-
propagation algorithm tends to accelerate descent in steady 
downhill directions and has a stabilizing effect in 
directions that oscillate in sign. The incorporation of 
Momentum term in the back-propagation algorithm 
represents a minor modification to the weight update 
process, yet it may have some beneficial effects on the 
learning behavior of the algorithm. The Momentum term 
may also have the benefit of preventing the learning 
process from terminating in a shallow local minimum on 
the error surface [17]. 

4. Experimental Results 

In this section, we describe the three experiments that 

were carried out to evaluate the performance of our 
proposed face recognition method. In order to select the 
best candidates for constructing the Mixture of Experts, 
we first performed two preliminary experiments on three 
committee machines and two individual classifiers. The 
third experiment is designed to test our combining 
classifier model.  

The investigated aspects of the experiments are, first, 
finding the optimum number of principal components for 
the feature extraction phase, second, selection of a suitable 
neural network topology to form the experts, third, finding 
the optimum architectural parameters of each individual 
neural classifier, and forth, Selection of the optimal 
training parameters, such as the number of training epochs 
and testing the individual and the ensemble structures on 
an unseen set of 200 test faces. 

 

Fig. 4.  Sample of ORL images resized to 48 48×  pixel. 

As mentioned before, we test our model using the ORL 
dataset. The images are grey scale with a resolution of 
92 112×  (Fig. 3). In our experiments, 200 images are 
chosen for training and the remaining 200 for testing. For 
implementation convenience, all images were first resized 
to 48 48×  pixels (Fig. 4). 

PCA is a well-known statistical technique for feature 
extraction. Each M N×  image in the training set is row 

concatenated to form 1MN ×  vectors kx . Given a set of 

TN  training images 
{ } 0,1,..., T

k k N
x

=  the mean vector of the 
training set is obtained as: 

1

1 (15)
TN

k
kT

x x
N =

= ∑
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A  
TN MN×   training set matrix [ ]kX x x= −   can now 

be built. The basis vectors are obtained by solving the 
eigenvalue problem: 

(16)T

x
V VΛ = ∑  

where T

x
XX=∑  is the covariance matrix, V is 

eigenvector matrix of  
x
∑  and Λ  is the corresponding 

diagonal matrix of eigenvalues. As the PCA has the 
property of packing the greatest energy into the least 
number of principal components, eigenvectors 
corresponding to the largest eigenvalues in the PCA are 
selected to form a lower-dimensional subspace. It is 
proven that the residual reconstruction error generated by 
discarding the TN m−  components is low even for 
small m . Figure 5 illustrates the largest and smallest 
eigenfaces generated by PCA on ORL dataset used in our 
experiment in the training set. 

 

Fig. 5.  Two examples of eigenfaces that include the largest and smallest 
principal components used in our experiment. 

One purpose of the experiments conducted in this paper 
is to evaluate the effect of different learning algorithms on 
the number of required hidden neurons. We investigate the 
training speed and, in general, the recognition rate. Finally, 
Mixture of FMLP Experts method is compared with other 
face recognition systems. 

We performed the above mentioned experiment with 
MLP, fuzzy MLP, Mixture of MLP Experts and Fuzzy 
Mixture of Experts. The experiment was repeated for 20 
times by randomly choosing different training and testing 
sets form the ORL dataset. The number of principal 
components representing the eigenface was set to different 
values of 10, 15,20,...,80. A total of 20 runs were executed 
for each learning algorithm. In Fig. 6 the average 
performance with respect to the number of principal 

components for the above mentioned algorithms in plotted. 
As shown in Fig. 6, the first 40 principal components 
yields the best average performance. 

 

Fig. 6.  Average performance with respect to principal components for 
different learning algorithms on the ORL dataset. 

Setting the number of principal components to 40, we 
evaluate and compare the performance of fuzzy Mixture of 
Experts with other networks. The single MLP has one 
hidden layer, and it is trained using the back–propagation 
algorithm,. To have a reasonable evaluation, we compare 
the single MLP with the mixture model, consisting of four 
simple MLPs. Experimental results support our claim that 
four simple MLPs in the mixture architecture perform the 
recognition task much better than a single MLP.  

 

Fig. 7.  Performance rate versus number of neurons in hidden layer for 
experts of our model. 

All the networks were trained and tested on the same 
training and test sets. From the results, it is evident that the 
performance of the Fuzzy Mixture of Experts network is 
superior to that of others. Table 2 lists the details of the 
training parameters and the best structures, in terms of 
higher recognition rate, for the experts and gating network.  

To find the sufficient number of neurons in hidden layer 
of experts, we experiment it with different number of 
neurons. As shown in Fig. 7, experts with 20 neurons in 
their hidden layer reveal the best performance. To find the 
required number of epochs for reaching the highest 
recognition rate in both Mixture of MLP Experts and 
Fuzzy Mixture of Experts, we repeated the same 
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experiment with different epochs in training the networks 
and observed their performance. 

 

Table 2: The details of the training and fuzzy parameters in as well as the 
recognition rates of the MLP, Fuzzy MLP, Mixture of MLP Experts and 

Fuzzy Mixture of Experts networks on the set test. 

Network 
Model MLP Fuzzy MLP

Mixture 
of MLP 
Experts 

Fuzzy 
Mixture of 

Experts 

Topology 40:40:40 40:20:40 

Experts: 
40:20:40 
Gating: 
40:10:4 

Experts: 
40:20:40 
Gating: 
40:10:4 

 

Learning 
rate & 
fuzzy 

parameters 

0.1 

0.1 
Momentum:

0.5 
f: 0.9 

exp: 0.5 
m: 0.9 

Experts: 
0.1 

Gating: 
0.5 

Experts: 0.1
Gating: 0.5 

Momentum: 
0.5 

f: 0.9 
exp: 0.5 
m: 0.9 

Max 
percentage 91 93.5 96 98.9 

 
 As shown in Fig. 8, Fuzzy Mixture of Experts needs 
less epochs to reach its best result, in other words, it 
converges faster in comparison with the same network 
which is trained without Fuzzy MLP. 

5. Conclusion 

This paper presented the use of a modified ME structure 
to improve human face recognition. Our ME is composed 
of four modified experts (which were fuzzy MPLs) and a 
gating network (a MLP). In fuzzy MLP, the training rules 
are modified such that the weights are updated considering 
the degree of ambiguity of each training sample. That is, 
in case of an ambiguous training sample (a sample that is 
likely to be misclassified) no weight update is applied. Our 
proposed ME was trained and tested on the ORL dataset. 
The recognition rates achieved by the modified ME turned 
out to be higher than that of a single MLP, Fuzzy MLP, 
and the ME with MLPs as experts trained without the 
fuzzy system. 

 

Fig. 8.  Performance rate versus number of epoch for Mixture of FMLP 
Experts and Mixture of FMLP Experts. 
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