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Summary 
Our day to day activities rely largely on the precise and rapid 

identification of objects in our visual environment. In the current 

scenario, Object recognition is one of the most actively 

researched areas of computer vision and pattern recognition. The 

domain of Object recognition hopes to achieve near human levels 

of recognition for tens of thousands of object categories under a 

broad variety of conditions. The significant challenge of object 

recognition is the ability of the system to recognize any member 

of a category of objects regardless of wide variations in visual 

appearance due to disparities in the form and color of the object, 

occlusions, geometrical transformations, changes in illumination, 

and potentially non-rigid deformations of the object itself. In this 

article, we investigate the effectiveness of four vital research 

techniques for object recognition in digital images. The 

techniques investigated in the article include: Principal 

Component Analysis, Support Vector Machines, Hidden Markov 

Model and k- Nearest Neighbors classifier. The comparison is 

examined in terms of recognition accuracy and false positives. 

The Columbia Object Image Library (COIL-20) is utilized in the 

investigation of the techniques. 

Key words: 
Object Recognition, Object Model, Features, Principal 

Component Analysis (PCA), Support Vector Machines (SVM), 

Hidden Markov Model (HMM), k-Nearest Neighbors (k-NN), 

Columbia Object Image Library (COIL-20), Accuracy, False 

Positives. 

1. Introduction  

Obviously, nature presents immense quantity of visual 

information. Images and videos possess different kind of 

semantic content, which can serve as a significant resource 

when certain information is extracted for numerous 

application areas. Object recognition systems are a 

promising approach to discover such semantic content. 

Object recognition plays a crucial role in Computer Vision 

applications, specifically in the semantic description of 

visual content whereas it is a simple task for a human 

observer [1], [2]. Object recognition is the task of 

identifying and labeling the parts of a two-dimensional 

(2D) image of a scene that correspond to objects in the 

scene [3]. It is challenging to recognize an object from 

visual information. The recognition is considered chiefly 

invariant to the dramatic changes caused in object’s 

appearance namely location, size, viewpoint, illumination, 

occlusion and considerably by the variability in viewing 

conditions. Some common examples of object recognition 

at work are: detecting a pedestrian in the view while 

driving, classifying an animal as a cat or a dog, 

recognizing a familiar face in a crowd. 

Object recognition can be observed as a learning problem. 

To start with the system is trained on sample images of the 

target object class and other objects, learning to 

differentiate them. Subsequently, when new images are 

fed the system can sense the presence of the target object 

class [8]. Robotics and factory automation are some 

application domains with recognition of objects as their 

prime activity [4]. Object recognition has been one of the 

prime areas of research that has achieved tremendous 

progress in the past few years irrespective of its 

engineering applications. So many studies have been 

carried out on object recognition but still it remains as a 

hard and computational expensive problem [5]. Searching 

for a known object in a specified scene and locating a 

given object are inherently different problems [6].The 

recognition process necessitates prior acquisition and 

storage of appropriate object descriptions, or models, in a 

model-base. The recognition problem then becomes one of 

hypothesizing an object-to-model correspondence and then 

verifying the correctness of the hypothesis. A hypothesis is 

accepted if the error between the projected model features 

and the corresponding image features is below a specified 

threshold. A model includes shape, texture, and context 

knowledge about the occurrence of objects in a scene [3]. 

With the objective of simplifying object recognition and 

reducing computational cost, most systems (e.g. [29]) limit 

the recognition to specific classes of objects. In these cases, 

prior knowledge of classes permits one to select the most 

descriptive features for the objects at hand and to 

circumscribe the search space. Nevertheless, even under 

this limitation, high classification performance is seldom 

reached. In addition, many object recognition systems rely 

on user interaction to judge the correctness of returned 

items or to improve system response [55]. Object 

recognition is a computationally expensive process. Fast 

algorithms are essential at all stages of the recognition 

process including feature extraction, invariant computation, 

and matching objects in target images with those in the 
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model-base. Object recognition is tricky because a 

combination of factors must be considered to identify 

objects. These factors may include limitations on 

allowable shapes, the semantics of the scene context, and 

the information present in the image itself [3].Objects are 

likely appear at different locations in the image and they 

can be deformed, rotated, rescaled, differently illuminated 

or also occluded with respect to a reference view [5].  

For effective visual object recognition, a large number of 

views of each object are required due to viewpoint 

changes and it is also necessary to recognize a large 

number of objects, even for relatively simple tasks [7]. 

Constructing appropriate object models is vital to object 

recognition, which is a fundamental difficulty in computer 

vision. Desirable characteristics of a model include good 

representation of objects, fast and efficient learning 

algorithms with minimum supervised information [9]. 

Evidently, literature possesses so many extensive studies 

on object recognition (e.g. 11-20). In general, the existing 

approaches use image databases which illustrate the object 

of interest at prominent scales and with minor variations 

on it. The most common object recognition approaches 

can be classified into appearance-based [6, 11-15], model-

based [14, 16-20] and approaches based on local features 

[21-28]. Many practical object recognition systems are 

appearance-based or model-based. To be successful they 

address two major interrelated problems: object 

representation and object matching. The representation 

should be good enough to allow for reliable and efficient 

matching [10].   

In this paper, we have investigated four vital research 

techniques available in the literature for the recognition of 

objects in digital images. The object recognition 

approaches based on the pattern recognition techniques: 

Principal Component Analysis (PCA), Hidden Markov 

Model (HMM), Support Vector Machines (SVM) and k-

Nearest Neighbors (k-NN) are chosen for investigation. 

The techniques elected for investigation are programmed 

in Matlab and the investigation is performed with the aid 

of the Columbia Object Image Library (COIL-20) dataset, 

which contains gray scale images of 20 objects; for each 

object 72 views are gathered, with a separation of 5
o
. 

Initially, four distinct datasets are formed from the original 

dataset for investigation. The formed datasets are of size 6, 

12, 24 and 36 respectively, each with different views of 

objects for training. Afterwards, the programmed 

techniques are trained with the formed datasets. Following 

the above, the remaining images respective to the training 

datasets are given as input to get the recognition accuracy 

and false Positives of the corresponding dataset. The 

results of the investigation are presented in the 

experimental results section.   

The rest of the paper is organized as follows: A concise 

introduction about object recognition system is given in 

Section 2. A description of the investigated object 

recognition techniques is provided in Section 3. The 

results of the investigation are presented in Section 4. 

Finally, conclusions are summed up in Section 5. 

2. Object Recognition System 

The elemental cognitive task which is necessary for 

continued existence is object recognition, e.g., to detect 

predators or to discriminate food from non-food. In spite 

of the apparent effortlessness with which the visual system 

carries out object recognition, it is a very complicated 

computational task requiring a quantitative trade-off 

among invariance to few object transformations on one 

side and specificity for each objects on the other hand [52]. 

The problem of object recognition can be declared as 

follows: it is specified that a scene consisting one or more 

objects, and an image of the scene taken by a camera of 

unknown position and orientation, object recognition 

include solving the following two sub problems. 

Identification: What are the objects that are present in the 

scene? and Location: What is the position and orientation 

of each such object in relation to the camera? 

A complex computational problem is resolved by the 

system that does object recognition. There is high 

inconsistency in appearance among the objects within the 

same class and inconsistency in viewing conditions for a 

particular object. The system must be capable of detecting 

the presence of an object for example, a face under 

different illuminations, scale, and views, while 

distinguishing it from background clutter and other classes 

[8]. There are two main variables in an approach that 

differentiate one system from another in object recognition 

systems. The primary variable is what features the system 

which uses to represent object classes. These features can 

be nonspecific, which can be used for any class, or class-

specific. The second variable is the classifier, the module 

that finds out whether an object is from the target class or 

not, after being trained on tagged examples [8]. 

Commonly there will be five stages in an object 

recognition system: Pre-processing, Grouping, Invariant 

Extraction, Hypothesis Generation and Hypothesis 

Verification 

The difficulties associated with the object recognition 

system are as follows: To the retina any sole object is 

capable of projecting infinity of image configurations. To 

the viewer the orientation of the object can differ endlessly, 

each one resulting in a dissimilar two-dimensional 

projection. It is possible to occlude the object with other 

objects or texture fields, as when we had a look behind 

foliage. It is not essential for the object to be offered as a 
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full-colored textured image; as an alternative the 

representation can be a basic line drawing [1]. Object 

recognition is also related to content-based image retrieval 

and multimedia indexing as a number of generic objects 

can be recognized. Object recognition has also been 

studied extensively in psychology, computational 

neuroscience and cognitive science [53, 54]. 

3. Description of Investigated Object 

Recognition Techniques 

The object recognition approaches based on pattern 

recognition techniques: Principal Component Analysis 

(PCA), Support Vector Machines (SVMs), Hidden 

Markov Model (HMM) and k- nearest neighbor (k-NN) are 

selected for examination. SVMs have been used for a 

variety of learning and pattern recognition tasks such as 

face recognition [57], pedestrian detection [58], world-

wide web searching [59] and more along with object 

recognition. Likewise HMM [43, 60-62], PCA [42, 63-66] 

and k-NN [67, 68] have been largely applied for the 

recognition of objects in digital images. A description of 

the four significant object recognition techniques, selected 

for investigation, is presented in this section. The details of 

the selected techniques are as follows: 

 ―Nearest Neighbor search algorithms for generic 

object recognition‖ by Ferid Bajramovic et al. 

[30]. 

 ―Vision based object recognition and localization 

using Principal Component Analysis‖ by Yogesh 

Girdhar and Daniel Pomerantz [42]. 

 ―Hidden Markov Model approach for appearance-

based 3D object recognition‖ by Manuele Bicego 

et al. [43] 

 ―Object recognition using hierarchical Support 

Vector Machines‖ proposed by Katarina Mele 

and Jasna Maver [46] 

3.1 Nearest Neighbor Search Algorithms for Generic 

Object Recognition 

Ferid Bajramovic et al. [30] proposed a set of thinning 

methods and query structures for k-NN which are 

appropriate for reducing the memory requirements and/or 

time incurred for classification of generic object 

recognition. 

3.1.1. Nearest Neighbor Classifier 

The k nearest neighbors ( NNk  ) classifier needs a 

labeled training data set 

)},(),....,,{(},{ 11 nn yxyxYX   which consists of 

d dimensional feature vectors ix  and their class labels iy . 

In order to classify a new feature vector x  for 1k , it 

locates the closest element ix  in X and assigns the label 

iy  to x . The misclassification error of the 1-NN classifier 

converges ) ( nfor  to at most twice the Bayes-

optimal error [31]. 

For 1k , find the k nearest neighbors ),...,( 1 kxixi  of 

x  in X . Then carry out a voting amongst the class labels 

),...,( 1 kyiyi of those found neighbors. The classic rule is 

to choose the class with the most number of votes within 

the set of neighbors, ties can be broken arbitrarily. In the 

above case i.e., 1k , the asymptotic 

) ( n misclassification error of the 

NNk  classifier is as low as the Bayes-optimal error 

[31]. A rejection rule can be included to enhance the 

voting mechanism. There are a number of possibilities: 

reject ties, reject if majority is too small, reject if not all 

neighbors are in the same class (unanimous voting). 

Universally when a strict voting mechanism is employed 

the higher the chances of rejection and lower the 

misclassification rate. 

3.1.2. Efficient Query Structure 

There are a number of approaches to advance the running 

time of brute force nearest neighbor search [32, 33, 34]. 

But there is no exact algorithm which can improve both 

time and space requirements in the worst case. 

kd-Tree 

The most relevant practically known approach for higher 

dimensions is the Treekd  established by Friedman, 

Bentley and Finkel [35]. Treekd  is a multidimensional 

search tree for points in k  dimensional space? Levels of 

the tree are split along successive dimensions at the points. 

The basic idea of the Treekd  is to partition the space 

using hyper-planes orthogonal to the coordinate axes. Each 

leaf node possesses a bucket with a number of vectors; the 

other nodes in the binary Treekd  compose of a 

splitting dimension d  and a splitting value v . 

kd-Tree for Approximate Nearest Neighbor 

It is not very essential to compute the nearest neighbor 

when we apply NN classification for generic object 

recognition. The only criteria set is that the classification is 

said to be correct if the data points found belong to the 

same class. So we go for the approximate nearest neighbor 

approach for generic object recognition developed by Arya 
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and Mount [36]. An )1(  approximate nearest neighbor 

is defined as follows: 

Definition: A vector q  is called )1(  approximate 

nearest neighbor of Xx if for all Xy : 

),()1(),( qydyxd  . The value   is also called 

the error bound. If 0 , the query is equivalent to the 

exact nearest neighbor classification. Else the minimum 

distance to the real nearest neighbor is at least )1/(1   

of the calculated distance. To find a given query vector q , 

the leaf cell in the tree is located by descending the tree. 

Only those neighboring cells which are in the range of 

)1/(),( qxd are searched for a closer training vector. 

Arya [36, 37] showed that the algorithm has poly-

logarithmic query time and requires nearly linear space 

which can be made quite independent of the vector 

distribution. 

3.1.3 Thinning 

Thinning is defined as the process of reducing the training 

data set },{ YX to a smaller subset }','{ YX . After the 

thinning process, the classifier only uses }','{ YX . The 

above process results in reduced memory requirements 

and query times. An important property of thinned data 

sets }','{ YX  [31]: 

Definition: A set },{}','{ YKYX  is called consistent 

subset of },{ YX if the 1-NN classifier for }','{ YX  

correctly classifies all members of the original set },{ YX . 

This property is very desirable, as it provides assurance of 

perfect recognition of the 1-NN classifier for 

}','{ YX applied to the whole training set },{ YX . The 

same definition can be extended with respect to the k-NN 

classifier: 

Definition: A vector Xx  is called k-consistent with 

respect to },{ YX  if the unanimous k-NN classifier for 

},{ YX  classifies it correctly. Otherwise it is called k in 

consistent with respect to },{ YX . A set },{ YX  is called 

k-consistent set if it has no elements which are k-

inconsistent with respect to },{ YX . A subset 

},{}','{ YXYX   is called k-consistent subset of 

},{ YX if all members of },{ YX are k-consistent with 

respect to }','{ YX . 

Obviously, the terms consistent subset and 1-consistent 

subset are equivalent. As for the 1-NN case, the property 

k-consistent subset guarantees perfect recognition of the k- 

NN classifier for }','{ YX applied to the whole training 

set },{ YX .  

Condensed Nearest Neighbor 

Hart [31, 38] proposed a thinning algorithm called 

condensed nearest neighbor (CNN). To start with, one 

element of the training set is chosen arbitrarily. 

Subsequently, a complete scan over all remaining elements 

is performed. During the scan, all elements which are 1-

inconsistent with respect to the new growing set are added 

to the new set. Additional scans are done until the new set 

remains unchanged for a complete scan. The thinned 

subset is guaranteed to be a 1-consistent subset of the 

training set [31]. Hart’s algorithm successfully reduces the 

size of the data and thereby improves memory 

requirements and query execution times, but it also 

reduces the recognition rate typically [31]. 

Reduced Nearest Neighbor 

Gates [31, 39] proposed a post-processing step for the 

CNN thinning algorithm. As the initial members of the 

thinned set are chosen arbitrarily and as additional 

members are added, it may be possible to remove some 

vectors and still retain a 1-NN consistent subset of the 

training set. The post-processing algorithm simply checks 

for each vector of the thinned set if the thinned set without 

that vector is still a 1-NN consistent subset of the training 

set. If it is, the vector is removed. 

Baram’s Method 

Baram [31, 40] proposed a thinning algorithm that thins 

each class individually. For each class, a new set for the 

thinned class is initialized with an arbitrary member of that 

class. Subsequently, each vector of that class, which is 1-

inconsistent with respect to a modified training set in 

which the current class is replaced by the growing thinned 

version of that class, is added. Naturally, this algorithm 

can also be extended to a k-NN version.  

Proximity Graph Based Thinning 

All the thinning algorithms dealt above exhibit the 

property that different thinned-sets will result from 

considering the data points in a different order. As this is 

undesirable, they also consider order-independent, graph-

based thinning algorithms. The origin for all these order-

independent algorithms is the Delaunay graph [41], which 

is constructed by connecting nodes in adjacent Voronoi 

cells. A Voronoi cell is the region of space around a point 

that is closer to that point than to any other point. If we 

remove a point from our set, all points falling in its 

Voronoi cell will now fall in a cell belonging to one of its 

neighbors in the Delauny graph. This advocates a thinning 

algorithm: by removing all points that are surrounded by 

Delauny neighbors of the same class, we are provided with 

a thinned set that has exactly the same classification 
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properties as the original set in a 1-NN classification 

scheme. Despite its desirable properties, Delaunay Graph 

thinning possesses two critical drawbacks: the algorithm is 

exponential in the dimensionality of the data, and 

empirically removes very few points for real datasets [41]. 

It seems that tolerating some shift in the decision boundary 

can (greatly) increase the number of points removed in 

thinning.  

3.2 Vision Based Object Recognition and 

Localization Using Principal Component Analysis 

(PCA) 

To find a match between the images in a way that is more 

robust to shift, occlusion, and rotation an algorithm is 

proposed by Yogesh Girdhar and Daniel Pomerantz 

[42].To be capable of finding a match amid unaligned 

images corresponding to dissimilar viewpoints of the same 

object or location is their major goal. An application of 

this matching localizing a robust based on what it sees and 

judge against the formerly seen images of the world. That 

can be done by improving upon standard PCA matching 

algorithms. When compared with simple PCA matching, 

their algorithms perform competitively in a controlled 

environment, but definitely well again as the occlusion as 

well as the shifts in the scene are greater than before. 

3.2.1 Principal Component Analysis (PCA) 

An image recognition system should be able to match a 

given image to a training image of the same object 

effectively is the main goal. One of the approaches to do 

this is to take into account of all the diverse intensity 

values at every single pixel as well as to run a nearest 

neighbor algorithm on the query image to find out which 

training image it almost closely matches. For a N  pixel 

N*  pixel image, with a training set of size T , this 

requires a run time of )( 2TNO , which is computationally 

difficult. 

In PCA, the NN * images are projected into a dimension 

of size much smaller than the original image. Preferably 

this subspace would strike a balance between retaining as 

much of the original information as possible and 

minimizing the dimension. It means that, once if they 

project into this subspace, they would like to be capable of 

reproducing the original image as closely as possible. By 

calculating the eigenvectors of the covariance matrix1 of 

their training images this is carried out by the PCA 

accurately. The major components of the trained images 

are the eigenvectors corresponding to the largest Eigen 

values. Generally, they prefer at most 

2NT  eigenvectors, where T is the number of 

images in the training set. It is now viable that when 

presented with a query image, they can then run nearest 

neighbor approaches on the projected space. Even though 

this approach works reasonably well, it is very prone to 

small changes in the query image such as partial object 

occlusion, image rotation, facial expressions, translation, 

scaling, and a variety of angles of lighting. 

3.2.2. Occlusion and Shift Invariance Using Local 

Matching 

They would like to break both their training and test 

images into multiple sub-windows prior to run PCA on the 

entire image. Later, to each of the sub-windows PCA is 

applied as well as the nearest neighbor algorithms. They 

can locate the closest matching training sub-windows for 

each sub-window of the query image and join all of the 

sub-windows using a voting scheme. 

Choosing Sub-windows 

While selecting the sub windows, they could naively 

divide their original images along a grid of suitable size, 

but this approach is computationally difficult since they 

would end up raising the dimension too substantially. 

However this would be very liable to translations as they 

would necessarily take no notice of few parts of the image 

in this event. If both the query image and the training 

image are the same, except translated a few pixels, not 

anything would match. As an alternative approach they 

can run an interest operator on the whole image. The 

interest operator will spot points of interest and we will 

base our windows around these. Preferably the interest 

operator should be capable of handling changes such as 

rotations, translations, and scaling well as then it would be 

able to find out the same point in both the training phase as 

well the query phase.  

Harris corner detector is utilized as an interest operator. 

Even though Harris is designed for identifying corners in 

an image but it suits for several other reasons: to begin 

with, it is translation and (planar) rotation invariant as the 

corner detection is insensitive to these. Secondly, the 

algorithm can be run fast and is comparatively simple to 

implement. They should choose the appropriate windows 

once if they run the Harris operator on their image. So as 

to avoid redundancy in the operator and to better space 

their windows, they select the top N  pixels as given by 

the Harris operator, but with the constraint that they not 

intersect. Once if they select these points, they then 

construct a circular window around each of these points by 

cutting the image in the region of these points in a circular 

fashion with fixed radius. 

Matching Images 

Currently they have a set of sub-windows, each of which 

is ―owned‖ by an original image. Calculate the PCA on all 

of these images and project to the Eigen space produced 
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by the training data. For every sub-window of a query 

image, they are the capable of calculating the distance in 

the Eigen space to every other sub-window. Calculate the 

distance to the closest training sub windows for each query 

sub-window. As s last step take the results of PCA for 

each of the sub-windows and merge this into a voting 

scheme.  

Every original image gets a vote if it comprises a sub-

window that matches one of the query sub-windows. Then 

votes are weighed according to the exponential. That is, if 

x is the query sub-window and y is the closest training 

sub-window, they give a vote of size iw  where iw  is 

2),( yxd

i ew   

In addition, instead of considering simply the top match, 

experiment by considering the top N  closest sub-

windows and allowing a contributing vote. According to 

the distance the votes are previously weighted, this could 

let better accuracy as this allows for the case where the 

closest image has sub-windows that often appear as second 

or third closest matches but hardly ever as the closest. 

3.2.3. Overall Algorithm 

• For every training image: 

– Use an interest operator (Harris) to compute 

wN  sub-windows of a given size. 

– Convert the sub-windows to polar coordinates. 

– Compute their amplitude spectrum in the 

frequency domain by taking their Fourier 

transforms 

• Use PCA to compute a low dimensional eigenspace 

using all the sub-windows of all the training images. 

• Project each window onto this space to get a low 

dimensional vector representative of the sub-window. 

This forms our training database. 

 

Then in query phase, perform the same pipeline process 

and match the query image to a training image using the 

voting scheme 

3.3 Hidden Markov Model (HMM) Approach for 

Object Recognition 

A novel method for appearance based 3D object 

recognition was proposed by Manuele Bicego [43], based 

on the Hidden Markov Model approach. The object’s view 

is analyzed in a raster-scan fashion to attain a sequence of 

partially overlapped sub-images. For every sub-image, 

wavelet coefficients are calculated, the most significant are 

retained, and, finally, arranged to create a feature vector. 

Wavelet coefficients are extracted as local descriptors, 

aiming to improve robustness with respect to noise and 

lighting changes, while retaining the capability in grabbing 

essential information of the signal, by discarding 

insignificant parts. They are used along with HMMs, an 

outstanding method capable of capturing the sequential 

nature of data, which, in this scenario, succeeds to explain 

the shape of an object from an unrolled sequence of its 

wavelet coefficients. In this manner, a prominent 

framework for object classification can be constructed. 

The vectors sequences (one for each view) are 

subsequently modeled using HMMs, providing specific 

attention to the initialization and the model selection issues. 

3.3.1. Hidden Markov Models (HMMs) 

A discrete-time first-order HMM (Rabiner, 1989 [44]) is a 

probabilistic model that illustrates a stochastic sequence 

TOOOO ,...,, 21 as being an indirect observation of an 

underlying (hidden) random sequence 

TQQQQ ,...,, 21 , where this hidden process is 

Markovian, even though the observed process may not be 

so. More typically, a HMM is defined by the following 

entities [44]: 

 },...,,{ 21 NSSSS  the finite set of the hidden 

states; 

 the transition matrix 

}1,{ NjaA ij  representing the 

probability to move from state Si to state 

Nji,1   ][ 1   itjtij SQSQPa wit

h 1 0
1

 


N

j

ijij aanda  

 the emission matrix )}({ jSObB  indicating 

the probability of the emission of the symbol O 

when system state is jS ; This paper employs 

continuous HMM: )( jSOb  is represented by a 

Gaussian distribution, i.e. 

),()( jjj ONSOb   where 

),( ON denotes a Gaussian density of mean l 

and covariance R , evaluated at O ;  

 }{ i  , the initial state probability 

distribution, representing probabilities of initial 

states, i.e. Ni1  ][ 1  ii SQP  with 

1 and 0
1

i  


N

i

i   
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For convenience, they denote a HMM as a 

triplet ),,(  BA .  

3.4. Object Recognition Using Hierarchical Support 

Vector Machines (SVM) 

To carry out object recognition, the hierarchical SVMs 

learning technique is offered as an alternative by Katarina 

Mele and Jasna Maver [46]. With the help of the 

hierarchical structures the crisis of cluttered background 

can be prevented. From one- and two-class SVMs 

hierarchical trees are constructed. By uniting both the 

recognition process is enhanced and the number of false 

positives is lessened simultaneously. By means of the 

hierarchical SVM allow we can identify t the sides of the 

object, e.g., front side, back side, left side, and right side. 

By adapting the number of levels in tree structure to the 

difficulty of the learning objects the method can be made 

better. A representation tree with more levels is necessary 

for the objects with complex 3D whereas symmetrical 

objects do not require hierarchical representation. 

3.4.1. Support Vector Machines (SVM) 

SVM is a binary classifier [48].  It is also possible to use it 

for multi class problems [47].  The SVMs are convenient 

for classification in high dimensional space and 

consequently suitable for image classification.  A set of 

N  images of size rp  can be represented as a set of 

points NiX i ,...,2,1;   in rpnRn ; . Each ix  can 

be a member of only one of the two classes }1,1{iy , 

pairs )},(),...,,{( 11 nn yXyX  form a training set.  The 

optimal separating hyper-plane (OSH) is defined with 
nRw  and Rb  as follows: 

0).(  bxw i  

The computation of w  is achieved by minimizing w  

under correct classification of the training set, i.e., 

1)(  ,  ii xfyi  

This is equivalent to maximizing the margin between the 

training points and the separating hyper-plane, and ensures 

good generalization property on the real population. It can 

be proven [33] that w  is of the form ii

i

i xy  where 

i  come from the following quadratic optimization 

problem: Minimize     

jij

ji

ii xxL   
,2

1
)(  

Under  

0  0  ,   i

i

ii yand  . 

The value of b  does not appear in the optimization.  It has 

to be computed, given the i : 

2

minmax 11 jij

j

jyiji

i

jjyi xxyxxya

b

  





 

Finally, using the expansion of w , we can write the 

classification function as: 

bxxyxf ii

i

i )(  

A new point ix  is classified according to the sign 

of )(xf , i.e., we test which side of the hyper-plane it 

belongs to. 

3.4.2. Black-White Method 

To the cluttered background the Black-White (BW) 

method attempts to be invariant. Additional training 

images can be produced to defeat the problem of cluttered 

images; the original background can be replaced with all 

probable backgrounds. The number of all such images is 

vast; for that reason Roobaert [49] recommends a data 

selection approach, so called pedagogical learning. They 

put forwards that only extreme values can be taken as the 

background values. In fact this means that the training set 

contains objects pasted onto a white and black background.  

With the purpose of distinctiveness between the known 

objects and other parts of the scene a new class with the 

name ―non-object‖ is set up. As a matter of fact all images 

that do not correspond to the known object belong to the 

non-object class. Producing a representative non object 

image set is a complicated task and regrettably very vital 

for suitable classification. The outcome of an inappropriate 

training set of the non-object class is a huge number of 

fake positives. It can be known from this that the method 

identifies the known objects at the places in the image 

where there is a background. 

3.4.3. One-Class SVM 

It is sensible to suppose that images of an object cluster in 

a certain way and that images of the non-object do not for 

the reason that they can be more or less anything. Where 

there is no enough information about some classes [50, 51] 

one-class SVM has been effectively used in such situations. 

The main aim of one-class SVM is to position all the data 

of one-class into a hyper sphere. The formulation of the 

problem is the as proceeds: 
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Consider a set of points NiRx n
i ,,2,1;   

belonging to the same class. Let  be a feature 

map FRn   such that the dot product in the image of 

 can be computed by evaluating some simple kernal: 

))().((),( xxyxk   

We are looking for the smallest hyper-space with radius 

R  and center c  that include all  
2

,
min: Rx

FcRR
i


 subject to 

.,,2,1)( 22
Ni  for  Rcxi              

We solve the dual problem: 

),(),(min i

i

iij

ij

iji xxkxxk   


 subject to 

 
i

ii 1   ,0    

The solution is 

)(. i

i

i xc       

and the decision funtion: 

)),(),(2),(sgn()( 2 xxkxxkxxkRxf i

i

ijij

ij

i     

2R is computed for the above equation such that for any 

ix with i0  the argument of  sgn is 0. The 

function )(xf  is positive inside hyper-sphere and 

negative on the complement. To accept also the points in 

the near vicinity of the hyper-sphere we relax the decision 

function by threshold t  as follows: 

)),(),(2),.(sgn()( 2 txxkxxkxxkRxf i

i

ijij

ij

i     

3.4.4. Hierarchical One-Class SVM 

Since One class SVMs cannot exploit the idea of 

pedagogical learning as it is done by the BW method. 

Black and white backgrounds broaden the points in
nR , 

which direct to large hyper spheres and at the same time to 

poor seperability of diverse classes. In order to avoid the 

problem of cluttered background they systematize the 

image pixels in a hierarchical structure which let us to deal 

with the object pixels alone. 

They line up the images of an object according to a 

rotation angle. The reason for such an arrangement is the 

fact that images with close viewing angles are more 

similar. 

Let iX  denote an image from the training set and let us 

form a set of binary images NiBi ,,1;   such that for 

each pixel of iB  






pixel  background  an  is  lcX  if  

pixel  obect  an  is  lcX  if  
lcB

i

i
i

),(0

),(1
),(  

First, the AND operation is performed on pixels of iB : 

.,,1,,,1),(),(
1

1 rl    pc    lcBlcM i

N

i
 


 

It is evaluated from the computed intersection that the 

mask of level 1 of the tree structure. The mask is a binary 

image with value 1 at the pixels marked as objects 

otherwise it is 0 in all images. After that, the image set is 

divided into half and the intersection mask for each half 

individually calculated. Consequently, level 2 is formed by 

two masks. In a similar manner, level 3 is formed by the 

intersection masks got by additional division of the image 

groups. From the results it is revealed that the hierarchical 

method has a lower false positive rate. 

4. Investigation Results  

The results of the investigation on the chosen research 

techniques are provided here. The techniques selected for 

investigation are programmed in Matlab (Matlab 7.4). The 

images from COIL-20 data set are employed in examining 

the effectiveness of the investigated techniques. The 

description of the dataset and the experimental results are 

given in the following subsections.   

4.1. Columbia Object Image Library (COIL-20) 

Columbia Object Image Library (COIL-20) is a database 

consisting of gray-scale images of 20 objects [56]. A black 

background setup was used, against which objects were 

placed on a motorized turntable. The turntable was rotated 

with respect to a fixed camera through 360 degrees to vary 

the object’s view. Images of the objects were observed at 

pose intervals of 5 degrees. This corresponds to 72 images 

per object. The database has two sets of images. The first 

set possesses 720 unprocessed images of 10 objects. The 

second encloses 1,440 size normalized images of 20 

objects. The objects in the COIL-20 dataset are presented 

in Figure 1. As an example, the 72 views of an object are 

displayed in Figure 2. 
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Fig. 1. The Objects in the COIL-20 Dataset 

 

Fig. 2: The 72 views of an object in the COIL-20 Dataset 

4.2 Experimental Results 

The programmed techniques are examined in the 

following manner. The COIL-20 dataset is separated in to 

different disjoint sets, one employed for the training phase 

and the other for testing. Four different datasets are formed 

from the COIL-20 dataset. Each consists of 6, 12, 24 and 

36 images with a separation of 60o, 30o, 15o and 10o 

respectively. The fact that the system is tested on a set 

different from the one used for training is a crucial factor 

for determining the capability of the system in 

generalizing to different views. Initially, all the 

programmed techniques are trained with the images in the 

training dataset. Afterwards, the images in the test dataset 

are given as input for examining the recognition accuracy 

and false positives of the Object recognition techniques. 

The results of the experiments are illustrated in Table 1. 
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Table 1: Results of experiments 

Techniques Training 

Set size 

Degree 

(○) 

Accuracy 

(%) 

False Positives 

(%) 

PCA 

 

36 10 97.22 2.78 

24 15 77.08 22.92 

12 30 76.66 23.34 

6 60 42.42 57.58 

k-NN 36 10 97.22 2.78 

24 15 80.12 19.88 

12 30 79.37 20.73 

6 60 48.62 51.38 

HMM 36 10 100 0 

24 15 82.58 17.42 

12 30 81.47 18.53 

6 60 54.38 45.62 

SVM 36 10 100 0 

24 15 83.59 16.41 

12 30 82.58 17.42 

6 60 60.72 39.28 

5. Conclusion 

The eventual scientific challenge of computer vision is 

object recognition, in a broader sense, scene understanding. 

To solve the problem of identifying objects the computer 

vision community has spent a great deal particularly in 

latest years.  Intended for a lot of reasons object 

recognition is computationally hard, but the most basic is 

that any single object can produce an infinite set of diverse 

images on the retina, owing to deviation in object position, 

scale, pose and illumination, and due to the occurrence of 

visual clutter. In this paper, four vital pattern recognition 

approaches for object recognition in digital images are 

investigated. The investigated techniques are PCA, HMM, 

SVM and k-NN. The comparison has been performed in 

terms of recognition accuracy and false positives. The 

Columbia Object Image Library (COIL-20) is utilized in 

the investigation of the selected techniques. 
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